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FOREWORD

The Thirteenth Biennial Guidance Test Symposium was held at Holloman Air
Force Base, New Mexico, on 6-8 October 1987. This symposium was hosted by
the Central Inertial Guidance Test Facility (CIGTF). The purpose of this
meeting was to bring together approximately 300 people from industry,
educational institutions, foreign governments, the Department of Defense, and
other Government agencies. The goal was to provide a forum for the exchange
of technical information and the stimulation of new ideas related to current
techniques associated with the development and evaluation of inertial
guidance and navigation systems.

Many excellent papers were received for presentation at this meeting,
but due to the time alloted to this symposium, only a porticn of those papers
submitted could be included in the Program.

The Paper Selection Committee included Mr. Philip Eubanks, Air Logistics
Command; Mr. Earl Feder, U.S. Army Avionics RD Activity; Col L. R. Sugerman
(USAF, RET), Physical Science Laboratory; Capt Peter Vaccaro, Aeronautical
Systems Division; Mr. Ronald L. Ringo, Air Force Wright Aeronautical
Laboratories; Lt Col Marty Marler, Ballistic Missile Office; Mr. John McHale,
Naval Air Systems Command; Col Keith G. Gilbert, Air Force Weapons
Laboratory; Dr. Harold Pastrick, Science Applications International.

In addition to those mentioned above and the ccntributing authors, a
large number of people contributed to the success of this symposium. I wish
to express my appreciation to each for their efforts. Special thanks go to
our Symposium Manager, Mr. Grady S. Nicholson, and his assistant, Mrs. Dora
Walker.

Publication of this report does not constitute approval or disapproval
of the ideas or findings. It is published in the interest of scientific and
technical information exchange.
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ABSTRACT

These proceedings contain papers presented at the Thirteenth Biennial
Guidance Test Symposium. This symposium, hosted by the Central Inertial
Guidance Test Facility, is directed toward the exchange of information,
stimulation of new ideas, and discussion of current techniques associated
with the development and evaluation of inertial guidance and navigation
systems. The papers presented included such topics as new test anl
calibration techniques for accelerometers and ring laser gyros, advances in
flight reference systems, new test equipment, and new software developments.

This volume contains the unclassified papers which have no distribution

limitation.
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ABRSTRACT

An INS using strapdown RLG's has considerably different calibra-
tion requirements from those of an INS using a gimballed platform
or an AHRS using strapdown gyros. In particular, the RLG scale
factor errors and misalignment errors must be calibrated to a few
parts per million, and a few microradians, respectively. This
paper explains how these requirements are met to achieve one
nautical mile per hour navigation accuracies. The procedure is
used on all ¢ Litton's commercial RLG systems including the
LTN9O, LTN90-100, and LTN9Y2,. It is also applicable to military
RLG systems.

Litton uses an indirect method of calibration which is relatively
independent of table accuracy. It requires only an inexpensive
fixture to rotate the system instead of a.rate table. The system
is rotated through various angles to fixed positions at which the
apparent direction and magnitude of gravity 1is measured. The
calibration coefficients are determined by observing differences
in these measurements.

The rotation sequence is optimized so that a complete set of
calibration coefficients is determined explicitly at each
temperature 3in a mninimum time. This makes it wunnecessary to
calibrate in a temperature controlled room. Instead, the system
is cooled overnight to 0°C. The system is then calibrated at room
temperature but in a closed box so that the uncontrolled system
temperature rises from 0°C to +60°C while the calibration measure-
ments are being made. By rapidly repeating the rotation sequence,
many complete sets of coefficients are obtained over this
temperature vrange. The polynomial model for each coefficient
versus temperature is then obtained by curve fitting.

Also, as each set of coefficients is obtained, it is added to the
software compensation used during the next sequence. In this way,
only a small correction is added at each step after the initial
sequence., This "closed loop" method insures maximum accuracy,
since the <calibration errors converge to Zzero. Also, the
equations become very linear so that higher order effects need not
be considered.

Because of the RLG dither suspension system, there are additional
g-sensitive misalignments of the gyros which must be accurately
compensated 1in the operational software for some applications.
This paper also explains the procedure for determining these
parameters, Atthough the procedure is very complicated and tinme
consuming, it need be performed only once since corresponding
parameters have essentially the same values for all systems of the
same design.
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1. INTRLUUCTION

Because of the rotational dynamics of the environment, strapdown
systems require much greater accuracy in calibration of instrument
parameters than a gimba'led platform of the same navigation
accuracy. In particular, for a one nautical mile per hour naviga-
tor, gyro and accelerometer misalignments nmnust typically be
calibrated to 5 arc seconds (Reference 1), and gyro scale factors

must be calibrated to the order of 10 parts per million. In
certain special applications, accuracies of 1 arc second and 2
parts per million are desirable. Gyro and accelerometer bias

errors must also be calibrated more accurately than corresponding
errors for a gimballed platform to achieve the same performance.

Fortunately, ring laser gyro (RLG) parameters are sufficiently
stable that such calibration accuracie: are achievable. Calibra-
tion techniques have been developed (References 1,2,3,4,5) which
do not require expensive fixtures. However, these techniques
require up to one hour (Reference 1) to determine all the
parameters at a single temperature, and generally require
calibration in a temperature controlled room. To avoid higher
order effects in the measurements, some prior knowledge of the
variation of the coefficients with temperature 1is sometimes
required. It is desirable to use a procedure which does not have
these restrictions, and reguires the least expensive fixture which
is still automatic. In this way, calibration and maintenance of
the system in the field at remote facilities is possible, without
sending the entire unit back to the factory.

This paper presents a calibration technique that is optimal in the
sense that a minimum time 1is required to calibrate all the
parameters at a single temperature. The technique is so fast that
it can be used while the temperature is changing, By rapidly
repeating the sequence all the parameters can be calibrated over
the full range of temperatures in only a few "ours, By using the
solutions for each sequence in the next .equence, only small
changes are required at each step, so that higher order effects
are avoided. This affords maximum accuracy despite large fixture
errors, so that fixture costs are minimized.

This paper does not discuss details of the instruments being
calibrated, some of which are restricted or proprietary. Instead,
the calibration procedure itself is explained. Sections 3 and 4
present the mathematical details of how the procedure actually
works. Those readers not interested in such details can skip from
Section 2 which describes the basic approach to Section 5 which
describes the implementation of the approach, Conclusions are
presented in Section 6.
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2. CALIBRATION APPROACH

The key to accurate calibration with a relatively inaccurate test
fixture 1s to use the strapdown instruments themselves to measure
changes in fixture angular position (orientation)., The fixture is
used only to rotate the strapdown system from one tixed position
to another, where the positions themselves need only be specified
to an accuracy cf a degree or so, one sigma. The change in
angular position 1is accurately measured both by measuring the
angular changes with the gyros and also by measuring the direction
of gravity at both fixed positions using the accelerometers,

If the instruments were perfect, the change in position measured
by the gyros and the change in position measured by the acceler-
ometers would be the same. However, because of instrument errors,
the measurements differ, This difference is a function of the
calibration errors in the strapdown system. Since the calibration
errors are small, this function 1is approximately 1linear. The
calibration errors will be referred to as calibration "coeffi-
cients" since their values, as estimated by the calibration
procedure, are used to provide software compensation in the opera-
tional system,

The calibration procedure thus consists of a sequence of angular
position changes {rotations), each separated by pairs of
orientations at fixed positions., Each difference between position
change measured by the gyros and position change measured by the
accelerometers is observed and is expressible mathematically as a
linear equation in the unknown calibration coefficients, It is
shown in a later section how a particular sequence of rotations is
selected to yield a sufficient number of such equations to
determine all the calibration coefficients,

To determine these relationships mathematically, the angular
position of the system is described by direction cosines which are
the componente or "projections" of reference coordinate wunit
vectors along body coordinate unit vectors shown in Figure 1. The
terminology used in Figure 1 and in the remainder of this paper is
given in Table 1. The initial values of the direction cosines are
determined by an alignment mechanization described in Section 4.
The changes in these direction cosines, caused by rotations, are
determined by a mechanization which, in effect, integrates the
differential equations for the components along body axes of the
reference unit vectors. This mechanization is described in the
next section,




Tn'x, Uy, '\Tz = Unit vectors along referencs coordinate axes

T‘:a)(.:l.gy, T;BZ = Unit vector slong body coordinate axes

uP )
(- Body Yew Axis) Tgy | r
Ugy (Body Roll Axis)
-
|lx A
. -~

s Y

_ ~ =~ ~ <+
Ugy (Body Pitch Axis) NORTH

EAST

Figure 1. Definition of Coordinate Systems
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Table 1. Definition of Symbols

Ax.Ay. Az

8,8 .8
Ax-Ay. Az

Ay Ay Az
dx, Qy. dl
axx.%vy.- 222
axy. ax2
@yz-Ayx
azx.azy

°

8 {superscripr)
{No wperscript)
Bx.By. Bz
Bxx-Bvyv.822
Axy-Pxz
Byz.8vx
Bzx.dzy

g

Jijx

c,

& (prefix)

S (prefix)

ey

]

Ky. Ky Ky
Wy, “'V wy
Wix- iy @iz
Cx: Ty, 2z
Ox.Oy. 92

1

T

Vx. Vy. Vg
X vz
Xg.Yq. 25

@ (superscript}

oo {superscript)

A {ved stong reference axe, 't/nc2

Accelerometer output resolved slong body axes, Hsec?

Compensated scceleromater instrument outputs, hlncz
Acceleromater biss srron, tysec?
Accsleromater scale Tactor errors, (hlncz)l(h/usz)

X sccelerometer misslignment toward ¥, 2, revpectively, radians

A4 ! U isabi towsrd 2, X_respectively, radient

2 scct isalk toward X, Z, respectively, radism

Observed changs in horizontal scceleration slong X, for 10t |, rotstion k,
tuseel

Components of vector resoived slong body axm
Components of vector resolved slong refsrence gxes
Gyro biss ercory, radiens/sec

Gyro scale factor errory, (red/vec)/(rad/vec)

X gyro misstignment toward Y, 2, vnpoctiv.-lv, reduany
Y gyro misahignment toward 2. X, respectively, radians

1 i

Z gyro misslig d X, Y, respactively,

i gyro misghignment toward | axis under zero specific force, raduny

1 gyro misal- Jnment toward | axin due to specific force along k sxis, radisns/g

Observed changs in honizontal sccelerstion slong Y, for et |, rotation k.
ttsec?

Direction cosine matrin of reference axes with respect to body axes,
dimensioniess

Oirsction cosine of + ref sxis 8lotg | body sxis, dimensioniens
Ditferantisl error in prefixed verisbie

Change in prefixed varisbie during rotstion or comng period

Error in estimated velocity, ft/sec

Magnitude of gravity vectar, tu/sec?

Time varisble gains in estimsuion filter 1/sec, l/ncz, 1/.0:3

Components of angular rete of body snes re.stive to reference sxes, red/sec

Comp d gyro outputs, red/sec

Earth rate components, red/sec

Misslignments of reference axee sbout X, Y, Z gxes, radiam
Varigble time, sec

Period of rotation or coning, sec

Velocity components, {t/seo

Reference suer

Body sxer

First derivative of verisble with respect to 1, soc”!

Second derivative of variable with respect to t, rec'?




3. MECHANIZATION EQUATIONS AND ERROR MODELS FOR CALIBRATION
MEASUREMENTS

This section will explain:

(1) The mechanization for observing the difference between
the position <change measured by the gyros and the
position change measured by the accelerometers, and

) o & Sy SN

(2) The error model by which these differences are related to
the calibration coefficients.

The position change measured by the gyros is determined by a
mechanization -for integrating the differential equations for the
direction cosines. This mechanization i- illustrated schematic-
ally in the upper half of Figqure 2, which is a visual representa-
tion of the actual equations shown in Table 2. The inputs to the
differential equations are the scaled and compensated outputs of
the gyros corrected for earth rate. Since both the gyros and
accelerometers are strapdown, their outputs are in body coerdin-
ates. The earth rate corrections must also be converted from
reference to body coordinates, as indicated at (a) in Figure 2.
After subtracting these components at (b), the corrected angular
rates in body coordinates are fed into the differential equations
for the direction cosines which are computed and integrated at
{c). As indicated, these are really the differential equations
for components of reference coordinate unit vectors along body
coordinates.

2 L e o LA AL AT

As stated, this is an "equivalent" mechanization. The actual
mechanization solves differential equations for "quaternions" from
which the direction cosines are computed directly. Since the same
function of determining orientation is required in the strapdown
navigation system, the algorithms used in calibration are borrowed
from the navigation system mechanization. The only difference is
that craft rates are not computed here, since Schuler tuning is
not required,

The lower half of Figure 2 or Table 2 shows how the positions
before and after the rotation are measured by the accelerometer,
and how the difference in position is compared with that measured
by the gyros. The positions are measured simply by measuring the
direction of gravity as indicated by the horizontal components of
the accelerometer outputs at (e). The azimuth orientation cannot
be obtained in this way, but it is not needed. The comparison
with gyro position «change 1is obtained at (d) by resolving
accelerometer outputs through the direction cosines computed by
the gyros before observing horizontal components. This
acceleration measurement mechanization is also borrowed from the
navigation system mechanization, except that Coriolis corrections
are not computed and the accelerations are not integrated 1into
velocity.
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@
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SCALING AND “Cy > >
COMPENSATION +

T DD NS SR S SRS SR T e

7 (gravity)

Figure 2. Diagram of Equivalent Mechanization for Measuring
Horizontal and Vertical Accelerations




Table 2,

Equivalent Mechanization Equations for Measuring

Horizontal and Vertical Accelerations

(c

d

-

() RESOLVE EARTH RATE TQ BOOY AXES:

8 .

Qx - CXXQ‘R + CVXQY + szklz
8

1y = CxySlx * Cyyily +CaySl,

8
27 = Cxaflx * Cyzfly + €220

INTEGRATE DIRECTION COSINES FROM ANGULAR RATES:

(b)

. B a .
Cxx * CxywWp~Cxzwy  Cyx*
. a B .
Cxy = Cxz@y -Cxxwz : Cyv*"
. 8 8 .
Cxz = CxxWy-Cxywyx i Cyz2*

RESOLVE ACC:LEROMETER OUTPUTS:

8 8 8
Ax - chAx‘cvav‘szAz
8 8 8
Ay = CYXAX ‘chAv‘Cvaz

8 8 8
Az = CzxAx *CzvAy * Czz4,

8 e
ch(u)z - ch(a)Y

8 8

8 8
Crx@Wy - Cyywy

{e)

CORRECT ANGULAR RATES FOR EARTH RATE:

8 8 8
Wy -w.x—ﬂx
8 8 8
wy -Q|V~Qy
8 8 8
wy ""ll‘nz

. 8 8

P Cax t Caywgz-Crawy

: 8 8

Czy * Czawy - Caxw,

H 8 B

]

CORRECT ACCELERATIONS FOR GRAVITY:

EVy = Ay
5VY =Ay

GVZ .Az'ﬂ
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The error model for this mechanization is illustrated in Figure 3,
which is a visual representation of the equations in Table 3. As
is typical in inertial system error analysis, the error model
diagram is in many ways similar to the mechanization diagrams,
except that the mechanization variables are replaced by differ-
ential error variables. The alpha and beta calibration coeffi-
cients of Figure 3 correspond to the accelerometer and gyro
scaling and compensation of Figure 2, These coefficients have
either single or double subscripts. The single subscript X, Y, or
L indicates a bias error along the axis of the subscript, The
double subscript denotes a scale factor error if the subscripts
are both the same or a misalignment if the subscripts differ, The
meaning of the subscripts is clear from the definitions at (1) and
(4) of Table 3.

The nine direction cosines of Figure 2 are not replaced by
corresponding error variables. Instead, they are replaced by the
three components of vector "phi" in the upper right hand corner of
Figure 3. These three components represent the misalignment of
the reference axes, and therefore summarizes the errors in the

direction cosines. Their rates of change are the errors 1in
angular rates about body axes resolved into errors 1in angular
rates about reference axes. In addition, the rates of change

include the cross product between the misalignment angle and earth
rate,. This accounts for resolving earth rate through misaligned
axes, A similar ¢ross product is added to the acceleration error
to account for resolving gravity through misaligned axes.

The observed difference in gyro and accelerometer measurement of
the rotation angle 1is obtained as the change 1in horizontal
acceleration from the lower right half of Figure 2, as measured at
the fixed positions before and after the rotation. Since the true
acceleration is zero at these fixed positions, this change is the
same as the change in the horizontal acceleration error at the
lower right haif of Figure 3. The error model of Figure 3 will be
used in the next section to express this charge in terms of the
calibration coefficients for the specific rotations of the
calibration procedure.

9 SO1A
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Figure 3. Diagram of Error Model for Horizontal and
Vertical Acceleration Measurement

10 solA




Table 3. Error Model! for Horizontal and Vertical
Acceleration Measurements

(1) QYRO BIAS,  SCALE FACTOR AND MISALIGNMENT ERRORS:

8 8 8 B8
by * By *Bxxw x *Bxvw y *Bxaw p

8 8 ) 8
by = By +Byxw iy *Byyw y +Byzwp;

8

2

. 8 8 8
dw 92‘5zx“.x‘l’zv‘*’.y’ﬂzzw.z

{2) RESOLVE TO REFERENCE AXES: {3) INTEGRATE REFERENCE AXIS MISALIGNMENTS:
by * Cynbuw? ¢ Cyybw® v, y00® by ® by - Slyby ¢ (10
X XKWy ¢ UxydWy t Lxztui, X ® c0Wy<=iiy@ptiizfdy
Buwy & Cyydw’ + Cyybw® + €y pbu® by = By = Dby + Dyd
Wy ® Cyyouwy +CyyOw, +Cypbuw, Oy = ~dwy =ligdy +3ix02
5wy = Copdwd ¢ Cpybw® + C,Hpswd by = 5wy - UyOy + S1p0
2 " Cax0wy +Cayow, ¢+ Czz0w, Oz = -bwz-flyPy +il202

L)

ACCELERATION BIAS, SCALE FACTOR AND MISALIGNMENT ERRORS:

8 8 8 8
Ay = ax+axx Ay *axy Ay *axz A
8 8 -] 8
5A, = aytayy Al tOyy A *ayp AL

8 8 8 8
6Az = Qz+tadzy A'x tayy AIV tazz AIZ

{§) RESOLVE TO REFERENCE AXES: {8) ERRORS IN HORIZONTAL AND YERTICAL ACCELERATION:
BAy * Cyx 5AS +Cyy 648 vy 548 5Vy = A
X ° Cxx @Ay +Cxy 0A +Cyz bA, X X~y
e e 8 .
Bay = CyxBAL +CyydA, +Cy,p 8A, Svy = bAy+goy
SAy s Cyy 5A84c,y 548 4c,, 58 8V, = 5A
2 IX P Ty TRy T2 0R, 2 2
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4, ROTATION SEQUENCE, OBSERVATION EQUATIONS, AND SOLUTIONS

The observation equations for determining the calibration
coefficients are obtained from a particular sequence of rotations,
shown in Figure 4., The observations are obtained by measuring the
indicated horizontal accelerations, using the mechanization of
Figure 2, at the fixed positions at the beginning and end of each
rotation.

As shown, there are three sets of three rotations each, making a
total of nine. Considering Set I first, the starting position has
the body axes approximately aligned with the reference axes of
Figure 1, which is X east, Y north, and Z up. The first rotation
is 180 degrees about the roll axis, which is north, ending with
the body X and Z axis west, and down, respectively. A second 180
degree rotation about the roll axis ends with body axes at their
original starting position, A third and final 180 degree rotation
about the vertical ends with body X and Y axes west, and south,
respectively. The second and third sets of rotations are the same
as the first, except that the starting positions of the body axes
are different, as indicated.

R B A SRR W @ ———— =

e B s ™ o T

ihe 180 degree rotations can be implemented in as little as 1¢
seconds each, and the measurement at each position can be ‘made in
as little as 5 seconds, using the filter of Figure 5 to be
explained shortly. Although in actual operation these times are
at least doubled to reduce design tolerances, the entire sequence
requires only a few minutes. This sequence generates all the
calibration coefficients except gyro bias errors. For comparison, .
to generate these coefficients with other calibration procedures
which would require realigning the system between each rotation
would take about an hour (Reference 1). The three gyro bias
errors can also bhe determined by repeating only rotation No. 3

~from Set I, with an observation period of about three minutes at
each of the two fixed positions. This will also be explained
shortly in connection with Figure 5.

As stated, the observations are the differences 1in measured
horizontal acceleration at beginning and end of each rotation,

using the mechanization of Figure 2. These observations are
indicated by a and b in Table 4, which correspond to the X and Y
channels, respectively, Since true acceleration 1is zero, the

horizontal accelerations are replaced by horizontal acceleration
errors, in order to express them in terms of the alpha and beta
calibration coefficients. These relationships are presented in
Table 4, and are derived in Appendix A using the error model of
Figure 3 or Table 3. It will be seen that each observation is a
linear combination of both alpha and beta coefficients. This 1is
because each observation represents the difference between the
change 1in position as measured by the accelerometers and the
gyros, respectively.

12 SOlA

)G QA I RO AR BRECCC € CCOL SN WA A TR O, A iR S oA oS oA oS AP UEY. 5. 20 3. BB

v 0N L PTAVEY .y R . ~ -
",. f -1 » 8. W '.f_‘\?. R ] Y K123 X ot X WAL WS WV 2y { ST A a':‘u’l «td -'l‘l'l A KA [ LN X PCA N 1 qu't.-' .‘D'.'l‘:ﬂ‘.'.‘.'n‘-ﬁ‘!’-




SET SETH SET N

Xg
A
* ? #3 (180°)

. d’ (1809 (_/‘#3 (1809) C J

e

#2 (180°) #2 (180°) \#2 (180°)
$ | $
\./\\‘ \/\‘ %
Xg #10180° Yg Zg #10180% Xg Yg #1(180°) 2,

Figure 4, Starting Positions and Rotations for Measurements

Vx
Y o
Svy Svy
1 1 o 1
S [ + S
+ +
+ +
'1
|
|
K2 |4— |
[ ] K3 ‘

Figure 5. Filter for Estimating Horizontal Accelerations
and Horizontal Acceleration Rates

13 solA

e P T T P T LR T TR Y =S S Ty [ - e - e ¥y 3ty s ey e = o < s g e § e s




The observation equations of Table 4 are solved explicitly for the
calibration coefficients to obtain the solutions in Table 5, As
shown, these are obtained by setting three accelerometer misalign-
ments to zero. This is equivalent to defining the reference axes
in such a way that the XY plane is defined by the X and Y accel-
erometers, and so that the X reference axis coincides with the X
accelerometer axis.

The accelerometer scale factor errors are not shown in Tables 4
and 65, They are obtained directly from the measured vertical
accelerations at the beginning and end of rotations 1 and 2. The
Z, Y, and X scale factor errors are obtained from the vertical
acceleration measurements of the three sets, respectively, after
subtracting the accelerometer bias errors computed in Table 5.

Because of instrument noise, the horizontal acceleration
measurements must actually be made using filters. Since the X and
Y channel filters are identical, only the X channel filter is
shown in Figure 5. The input is the horizontal acceleration from
the mechanization of Figure 2. There are three estimated states,
as shown. These are optimal estimates in the sense that the gains
K are time variable stored gains based on Kalman filter simula-
tions. This same filter is used on the vertical channel to obtain
the measurements of accelerometer scale factor error,

In addition to using this filter to generate observations for the
accelerometer scale factors and the calibration coerficients in
Table 5, it is used to estimate gyro bias errors and reference
axis misalignments. This is done using measurements from the
special Set I Rotation 3 test. The estimated X and Y acceleration
rate is used to determine Y and X gyro biases, respectively, as
well as reference axis azimuth misalignment. The observation
equations and solutions are shown in Table 6, which is derived in
Appendix A,

Also shown in Table 6 is the observation and solution for Z gyro
bias error. This is determined by a filter like that in Figure 5,
but with heading angle as input rather than acceleration. The
third state estimated is then heading rate instead of acceleration
rate. Since the system is at a fixed position, heading rate is
approximately equal to Z-gyro bias error, as shown in Appendix A.

Finally, Table 6 shows that the estimated horizontal accelerations
are used to compute reference axis misalignments about X and Y,
These estimates are wused, together with estimated azimuth
misalignment, to reset the direction cosines. This s the
reference axis alignment mechanization referred to earlier,




Table 4.

Observation Equations for CAL Coefficients

Nowtion for SET |; ROTN.K; ek = 8V () - 8V 0); b} = 8Vy(T) - 8V (0)

SET I SET U SET NN
ROTN 1. . m, 2 )
o 8, = 2y +Byym) -0 o, = -2a+(fyxm) -9 8 = 2ay+(fzam -9
', ) " "
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Table 5. Solution of Observation Equations
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Table 6. Gyro Bias Errors and Reference Axis Misalignment

OBSERVATION EQUATIONS FOR SPECIAL SET | ROTATION 3:

BVUn(0) T - g(-By+xdz) : SVyT) T o g+ By + Qydy)
SVyl0) T +g(-By - Qydz)  : BVYT) T egi+fy - Qyp)
BV (0) ¥ BAL(0) - gdy i V(T T - 8A(0) - 9oy
BVyl0) T Ay (0) + 9Py P SVyIT) T - 5Ay(0) + by
$z00 = -5, ;o ezim T-B,

SOLUTION OF OBSERVATION EQUATIONS:

8V (T) - 8Vyy(0) 8V (T) - 8V (0) $5(T) + 5(0)
By = — By = = Bz = T
BVy(T) + 8V (0) 5V (T) + 8V (0) SV (T) + 6Vy(0)

Ox = % AV ‘—"—_‘r- S I '“ﬂy




5, IMPLEMENTATION

The previous sections have described a sequence of rotations and
measurements which are sufficient to determine each of the cali-
bration coefficients. However, this assumes that each coefficient
has only a single value. Although this is approximately true at a
particular temperature, the system may be operated at different
temperatures, and at temperatures which are slowly changing with

time. Since many coefficients change significantly over the
operating temperature range, a procedure is required to determine
these values. The operational system must then provide for

measuring the temperature so that the correct calibration
coefficients can be calculated at each temperature and used for
compensation in the software.

The particular sequence of rotations and measurements described in
Section 4 was selected to provide a complete set of solutions
explicitly in a minimum time. This is important since it becomes
unnecessary to calibrate at many constant temperatures in a
temperature controlled room. Instead, the system is previously
cooled to a temperature of approximately 0°c. The system
temperature is then allowed to increase from 0 to 60°C over a
period of several hours by enclosing it in an insulating box while
the calibration sequence 1is repeated rapidly on an inexpensive
fixture at room temperature, Figure 6 shows a typical fixture
together with insulating box as used for this purpose at remote
facilities.

As each complete set of coefficients is determined, it is incor-
porated in the software compensation for the next set of
measurements. In this way only a small correction is necessary at
each step. However, the solution for each coefficient and the
temperature at which it was computed is stored for a recursive
least squares curve fit over the entire temperature range. The
recursive least-square fit and <control of the fixture are
accomplished in a computer board in the system. A separate
computer 1is therefore not required. Examples of coefficient
measurements and the least-squares polynomial approximation are
shown in Figures 7, 8, and 9, These figures also show the error
in the fit, which is the curve near the horizontal axis and which
is scaled on the right-hand margin of the figure.

The errors in the fit are caused primarily by noise. For gyro
bias error measurement, the error is approximately the gyro white
roise coefficient divided by square root of the observation
time. This yields less than 0.02 degree per hour error for
measurement times of 100 seconds. For all the coefficients except
gyro bias error, the noise causes errors in measuring horizontal
acceleration, The two principal sources are accelerometer noise
at the two fixed positions, and random walk change in reference
axis misalignment, The latter is caused by gyro white noise in
angular rate during the period of rotation between the two fixed
positions. Both noise levels are sufficiently small that they
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Figure 6. Type of Calibration Fixture used at Remote Facilities
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cause errors of less than 10 parts per million assuming a rotation
time of 20 seconds and a measurement time of 5 seconds at each
position, Because of the least squares fitting to the measure-
ment, the error in the coefficient is reduced to less than 5 parts
per million,

In a commercial aircraft, the system performance in nautical miles
per hour is determined primarily by gyro bias error. The accuracy
of the gyro bias calibration procedure over temperature is illus-
trated in Figure 10. After calibrating the system, the system was
aligned in a temperature controlled chamber at the temperature
shown. In the navigatior mode following alignment the system was
rotated 180 degrees 1in heading and the position errors were
plotted. This is a worst case maneuver for navigation perfor-
mance, As shown, the error was well below one nautical! mile per
hour.

The required misalignment calibratiocn accuracy in a commercial
aircraft is only about 5 arc seconds, one sigma (Reference 1).
However, in some military applications like ASW where long orbit
maneuvers are performed, greater accuracy is required. To achieve
such accuracy, g-sensitive misalignments of the gyros must be
compensated in the operational software. Calibration of the
coefficients for this compensation is discussed in Appendix 8.
The procedure is time consuming and requires an accurate three
axis rate table as shown in Figure 11, Since the coefficients are
approximately the same for all systems of the same design, the
procedure need be performed only once at the factory, rather than
being repeated for individual systems. The pre-determined g-
sensitive calibration coefficients are then used to correct g-
sensitive misalignments during the normal calibration of
individual systems.

An example of the resulting navigation performance during a
Scorsby test is shown in Figure 12. The temperature was varied
from 109C to approximately 35°C during the test. The north gygyro
bias correction estimated during alignment was approximately 0.008
deg/hour, Although this would have been automatically corrected
at the beginning of the nav mode, the correction was deliberately
inhibited. This was to compensate for the fact that east gyro
bias error did not propagate since nav heading and align heading
were the same. The resulting east position error was about 0.5 .
nautical miles/hour as expected. The north position error was due
to misalignments. This error and east position error not caused
by gyro bias error were each less than 1/4 nautical miles/hour,
corresponding to an angular rate error of 0.004 degrees/hour.
Since coning rates during Scorsby were measured as 1000
degrees/hour, this indicates misalignments of 4 parts per million,
or less than an arc second.
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6. CONCLUSIONS

A calibration procedure has been described which yields a complete
set of coefficients in a minimnum time. The advantages of the
procedure are:

(1) It permits systems to be calibrated and maintained at
remote facilities using only an inexpensive fixture and
no external computer.

(2) It generates all the <calibration coefficients to a
maximum accuracy over the full temperature range in only
a few hours, with no prior information about the
coefficients.

(3) It calibrates the coefficients for the system as a whole
as it is used in actual operation, and does not rely on
stored data for individual instruments, '

(4) It is fully automatic, and requires no human intervention
during the calibration period.
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APPENDIX A
DERIVATION OF OBSERVATION EQUATIONS

The observation equations result from applying the error model of
Table 3 to the positions and rotations of Figure 4, Only the
observation equations for Set I will be derived, since the corres-
ponding equations for Sets Il and IIl are obtained by simply per-
muting X, Y, Z subscripts in Table 4,

The observations-a and b in Table 4 are changes in horizontal
acceleration at the positions before and after the rotation,
indicated by 0 and T. From the error model in Table 3, these are
expressed at (6) in terms of X, Y components of accelerometer
error, and X, Y components of reference axis misalignments. The
changes in misalignment result from gyro errors and are evaluated
in Table Al for the rotations of Set I. The changes in components
of accelerometer error are evaluated in Table A2, for the rota-
tions of Set I.

The changes in reference axis misalignment angle are obtained by
integrating the angular rates at (3) in Table 3 from 0 to T. Gyro
bias errors and errors in resolving earth rate along misaligned
axes are each of the order 0.01 arc seconds/second, and will
contribute only a fraction of an arc second change during the
interval 0 to T between fixed positions. Therefore, only errors
due to scale factor errors and misalignment errors are considered
in the integrals at the top of Table Al.

The direction cosines and angular rates along body axes are first
evaluated for rotations 1, 2, and 3 as shown. The variable of
integration is then changed to roll angle for rotations 1 and 2,
and to heading angle for rotation 3. The integrals are then
easily expressed in terms of the scale factor and misalignment
calibration coefficients as shown.

At the top half of Table A2, the changes in horizontal accelera-
tion are expressed using the equations in {4), (5) of the error
model in Table 3. The positions in Figure 4 are used to evaluate
the direction cosine as shown. The changes for rotations 1, 2,
and 3 are then easily expressed in terms of the accelerometer bias
and misalignment calibration coefficients as shown.

Using the notation at the top of Table 4, and substituting the
horizontal error expressions at (6) in Table 3 as evaulated in
Tables Al and A2 results in the observation equations for Set [ in
Table 4. The equations for Sets II and IIl are then obtained by
permuting subscripts as indicated by the starting positions of
Figure 4,
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Table Al. Change in Reference Axis Misalignment
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Table A2.

Change in Horizontal and Vertical Accelerometer Error
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The observations for gyro bias errors and reference axis misalign-
ments in Tabie 6 are also made at the positions before and after
the rotation, indicated by O and T, At the top of Table A3 the
rate of change of horizontal acceleration error is obtained by
differentiating the horizontal acceleration errors shown at the
right. The rate of change of horizontal accelerometer error 1is
then set to zero. For this approximation to be valid when the
temperatures are changing, accelerometer scaling and compensation
must include compensation for variations with temperature. As for
the other approximations in Table A3, this assumption is valid
because the solutions for the calibration coefficients are used in
the scaling and compensation for repeated iterations of the entire
sequence, Similarly, the estimated reference axis misalignments
are used to correct the direction cosines for the next iteration.
In this way, all the errors tend to converge toward zero.

Next, the rates of change of reference axis misalignments are
evaluated from Table 3, and the product of earth rate and mis-
alignments about X, Y is set to zero. This approximation is valid
oecause the reference axes, represented by direction cosines, have
been previously aligned so that level axis tilts are no more than
a few arc seconds. Therefore, the products are small compared to
0.01 degrees per hour,

The third set of approximations in Table A3 is obtained by setting
products of scale factor and misalignment errors by earth rate to
zero. This is wvalid because the errors in scale factor and
misalignment are only a few parts per million after the first few
iterations,

The observations of Table 6 at 0 and T are evaluated from the
error model in Table 3, using the approximations of Table A3, and
also the direction cosines in Table A3. An additional approxima-
tion implicit in Table 6 is that the level axis misalignments are
the same at 0 and T. Actually, these misalignments change due to
gyro misalignment errors, as indicated in Table Al, Rotation 3.
However, these errors are only a few microradians after the first
few iterations.
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Table A3, Approximations Used In Specia) Set I,
Rotation 3 Observations

APPROXIMATIONS ATOAND T:
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FOR SET ), ROTATION #3:

100 14 00
cRioy=|o 1 0 chm=1o0 10
8 : Cg

0 0 1 0 0

6UX(T) - . wa(O) s - 6x
dwylT) = -Swyl0) = -By
SwZ(T) - +6wz(0) *ﬁz

SAx(T) = -bAy(0)
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APPENDIX B
MEASUREMENT OF LASER GYRO ANISOELASTIC MISALIGNMENTS

Because of the dither suspension, the laser gyro exhibits errors
due to the specific forces acting on the instrument. To achieve
calibration accuracies of an arc second or better, it is necessary
to compensate for these errors in the operational software. This
appendix explains the mathematical model for the errors and a
procedure for calibrating them so that they can be compensated for
in software.

Due to specific force, the gyro will rotate about its axis as well
as bend. Both types of flexure may be real or may be equivalent
errors in the readout of dither angle. The mathematical model of
Table Bl can be used to represent both types of errors as variable
misalignments of the gyros. A rotation error is represented by
rotating the reference axes, which are arbitrary, to move with the
gyro. This causes an equivalent misalignment of the other gyros
in the opposite direction., Since the model of Table Bl contains
equivalent bending in directions other than that of the specific
force, the misalignments are referred to as "anisoelastic".

The anisoelastic misalignments will cause steady angular rate
errors, similar to gyro drift, when repetitious maneuvers such as
extended "orbit" maneuvers or Scorsby motions occur. The triple
subscript beta <coefficients of Table Bl must therefore be
determined in order that these equations, tcgether with specific
force measurements, can be used to compensate the gyro outputs in
the operational software,

The coefficients are determined by a sequence of coning tests
illustrated in Figure Bl., It is seen that there are three sets of
tests with one of the three body axes 1in both up and down
positions on each, In each position the system undergoes coning
motion separately about each axis. Thus, there are three coning
tests in the wup position and three <coning tests in the down
position for each set, making a total of eighteen coning tests.
In each test, the coning rate is measured as the angular rate
about the body axis of the coring. Also, the reference axis
misalignment rates are measured by observing the total angular
change about each of the three axes during the interval of the
test. This is done by observing the direction cosines, computed
from the mechanization in Figure 2 or Table 2 of the main text.

The observation equations, which relate the observed misalignment
rates to the anisoelastic coefficients, are derived in Table B2,
The observed rates are related to the misalignment angles by the
error model of Table 3 in the main text. The gyro bias errors and
scale factor errors are first calibrated to 0.01 degrees per hour,
and 2 parts per million, respectively. They are then negligible
compared to the effects of misalignments at the nominal coning
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Table B1. Error Mode! for Gyro Aniscelastic Misalignments

]
AR agtt) A0
Bxvith = Byygy *Bxy.x *Pxy.y == *hxv.z—5—
: A:u) Ash) A:h)
- Bxalt = Bz *Bxz.x—g— *Pxz.v—g~ *fx2.2 5"
B 8 e
Axh) Ayt Azh)

Byzl) = Byzy*+Byz.x —5— *Pvz.y —5— *Byz.z~—5-

A3 a8 Az
X Y Z
Byxth = Byxg*Pyxx—3— *Bvx.y =5~ *Pyx.z—5

a8 ABw )
X Y 4
Bax(t = Bz2xg *Pzx-x—g— *Pax.y 54— *Pax.z—5—

Aih) Aih) A:h)
Bzyt) = Bzy,*Bzv.x 5~ *Pzy.y—g— *Pay.z—~
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rate of 10,000 deg/hr, so that only the misalignments are shown in
the error model at the top of Table B2.

The misalignments are determined by expressing specific forces in
terms of the direction cosine matrix for substitution into the
equations of Table Bl. This is done for X-coning, Z-up, and Z-
coning, Z-up in Table B2. The resulting observation equations are
shown in each case as the approximate average angular rates, nor-
malized by the coning rate, In evaluating these average rates,
small angles were assumed and higher order terms set to zero.
Also, many terms are products of sines and cosines which average
to zero. To reduce the number of observation equations, the
corresponding observation with Z-down is subtracted from each,
since the fixed misalignments will cancel from the difference,
while the anisoelastic misalignments will reverse sign and become
additive.

The final observation equations, obtained by subtracting Z-down
averages from Z-up averages, and dividing by two, are represented
by the coefficients in Table B3, Set 1, No. 1 and No. 3, corres-
ponding to X-coning and Z-coning, respectively. Equations No., 2,
Y coning for Set I, are obtained by exchanging subscripts X and VY,
since the results are symmetrical., The equations for Set II and
Set Ill are obtained from Set I by simply permuting X, Y, and Z
subscripts, as shown,

The solution of the observation equations in Table B3 is obtained
by least-squares fit, since there are 27 equations in 18 unknowns,
To reduce the dimension of the matrices it is observed that the
equations and unknowns can be partitioned into four smaller
groups, as shown in Table B4, The first three groups consist of
seven identical equations in four unknowns each. These are solved
in Table B85, The fourth group of equations are not linearly
independent . However, they can be solved, as shown in Table BS,
by assuming that these unknown coefficients are due to rotations
only, which reduces the number of unknowns in the group from six
to three. This assumption 1is equivalent to assuming that the
gyros do not bend in a direction perpendicular to the applied
specific force, which is reasonable.
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Table B2. Reference Axis Misalignment Rates Due To
Anisoelastic Misalignments During Coning

DEFINITIONS: 8 « CONE HALF ANJLE (RAD)
i w = CONING FREQUENCY (RAD/SEC)
we * w272 (CONING RATE)
e COswt
3 - SINwt

MISALIGNMENT RATES WiTH NO GYRO B1AS OR SCALE FACTOR ERRORS:

8 .
6“"‘! [ axv(“ sz(ﬂ wx(t. jl
by | = |cfw| oy 0 Bygw| B |
Y gV | Prx A£4 Y
Su Jayltt  Byylt) [ w'h)
2 £4.4 ta 4 2
F WHERE TABLE 81 DEFINES ﬂ"(ﬂ FROM: A:(l) 0
e A |-t
Avm - [csm] 0
8
! Az(ll 9
i FOR X- CONING, Z-UP:
i
) wh? . ]
[] Wl . T 1 -6C U8 A it 'E ]
8 R 8 1.
wyly = wic ; Ce fc 1 0. Ay 0 |9
)
8 ]
) “’z(" - .wis L—Os [} ) Al 1

APPROXIMATE AVERAGE ANGULAR RATES (NORMALIZED BY welk:

buyiwe = Oxz.x
dwyiwe = Byyg*Pyxg) *Pxv.z *Pyx.z* Bya.x

bwgiwe = Bxzy*Pzxg! *Pxz.z*Pax-2

FOR Z-CONING, Z-UP:

8 8

wylt) wiC ' [ Ayl -0¢c

] R 8

wylt e w8 CB 0 1 08 Ayt |- U8 |9
8 wd? 8

wyl) - = -g¢c o 1 A1) 1

APPROXIMATE AVERAGE ANGULAR RATES (NORMALIZED BY we):

buylwe « Bzx, *Bxzg! *Pax-2*Pxz.z Pxv.y
buwylwe = Wzyy *Pvzg)*Bzy.2*Pvz.z - Byx.x

bwalwe ¢ -Bzy.y -Fzx.x

34 SO1A

<
L
L
L
|
]
x
’
!
4
)
b
s
|
\




Table B3, Observation Matrix for Determining Anisoelastic
Coefficients from Coning Tests
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Table B4, Partitioning of Observation Equations and Unknowns

w;(UP) - w,;(DOWN)
DEFINITION:  Aw; = 5
GROUP1 | GROUP2 | GROUP3 GROUP 4
@ X1 | Bxy-y Byz-z Bzx-x X, | Bzy.x=-Byz.x
2
§ | Xz | Pxzz Byxx | Bzv.y X2 | Pxz.v = -Bzx.v
SE X3 [ Byx-v Bzv.z Bxz.x X3 | Byx-z=-Bxv-z
2
é
O Xa| Fzxz Bxy.x Byz.y
2 Aw" Jw, Aw' Jw Aw'"/w 2 A ] /
1 z,/“c z,/“c 2,/“c 1 “’v, we
¥4 Aw Jw Aw'”/w Aw" lw 4 Aw' Jw
2 z,/“c z,/%c z,/“c 2 x,/“c
2 Z3 Aw'\}' lwe Awg /wc Aw;( /wc Z3 ch' /wc
3 2 3 1 3
=
Sz, | acMiwn | A 1we | 20, 10 2, | 80 Jw
2 4 X4 we X,'“c Y, “c 4 v,/ “c
w
§ ¥4 Aw"'/w Aw" Jw Aw' Iw 2 Aw"'/w
5 z,/“c z,/“c z,/“c 6 x,/“c
¥4 aw'! i) Aw' Jw Aw"' fw Z Aw" lw
6 x,/“c v,/%c x,we 6 X,/ “c
4 Aw' fw Aw'"/w Aw" fw
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Abstract

The problem of detecting and estimating the
magnitude of shifts in othervise constent para-
meters f{s considered. An aslgorithm is presented in
vhich mulciple shifts can be detected and estimated
vithin the framework of a mulciply-partitioned es-
tisation algorithm, thus alleviating the computa-
tional burden of a bank of Kalman filters. The
parformance of the algorithm {s demonstrated by
esimulation of a rocket sled test of an inertisl
guidance system.

Introduction

Error models for {nertial {nstruments normally
model the arror states as either biases or, in some
instances, se¢ lov order Markov processes. Experi-
oental data indicate that certain errors normally
nodeled as biases may be subject to jumpe or shifts
of random amplitude occurring at random points in
tims.

In this paper, an algorithm for simyltaneously
detecting biss shifts and eetimsting the shift-
swplitudes is presented. The algorithm {s based on
the calculation of the probsbilities of hypothases
with respect to bias shift occurrence. When &
poatulated hypothesis probability becomes large
enough, then the hypothesis is eccepted and a bias
shife {e detected.

In the psst, s major deterrent to implementing
hypothesis conditioned shift detection hae been the
computstionsl requirements induced by the need for
a bank of estimators, one for each hypothesis. Re-
cently, hovever, {t hse been shown that under cer-
tain circumstances ths computational burden can be
greatly reduced by employing the Cfgguiquol of de-
coupled bias and stats estimstion. If the
modele and/or shifts to bs distinguished are dis-~
criminated only by bias or shifting bias parameters
then the bank of estimators can be tmplemented ac o
single estimator for sll common etatee which feeds
a bank of low order biss estimators representing
only the chgngcnblo aspect associated vith each
hypothesis.

A common situation, hqvevcr. involves multiple
bies shifts. Priedland®”’ introduced a nonlinear
estimation algorithm in which calculeted estimation
covariances are {ncressead svery time a shift (fail-
ure) {s detected. Here the ideas of Caglaysn’ and
Priedland are employed to allow both model selec-
tion and detaction/estimation of multiple bias
shifts within the framework of s amyltiply-psrci-
tioned estimation algorithm of expandable dimension
which can be restructured as necessary.

01609

The methods described herein vhere motivated by
a need to detect and estimate possible shifts in
the error parsmeters of inertisl instruments before
during, and after being subjected to the environ-
ment of a rocket sled test. The utility of the sl-
gorithms is demonstrated by simulation of known
shifts in such an environment.

Problem Statement

High resolution data is often used to calibrate
and/or assess the oversll performance of inertial
navigation systems. Typically the guidance system
model includes a large number of slowly varying
error parameters taken as constants over the dur-
stion of the test. The combination of high reso-
lution data, high expectations of test utility, and
many modeled bies errors can lead to substantisl
computational, numerical, and mismodeling problems
in the state estimation process, including the ne-
cessity to detect small variations in the system
model. Varistions can include unmodalad Msrkov
processes and eudden, environmentally or othervise
induced shifte in modeled biases. The problem then
is to construct an estimstion/detection algorithm
vhich is numerically etable, computationally effi-
cient, and capable of discriminating small devis-
tions in the eystem modal.

A system model can be constructed which consists
of dynamic (x), bias (b), and shift (e) portions of
the state vector. For the analysis of guidance/
track data from a rocket sled teet, X, consists of
3 dimensions of position, velocity, end attitude
deviations as well as any modeled Markov processes
seeociated with the inertial components or track
survey. b consists of accelerometsr bias errores,
scale factor errors, etc., as wall as gyro bias,
mses-unbalence, antisoelustic, etc. drift errors.
Because the inertfal component errors are not per-
fectly stable end may shift due to environmental or
other factors, ¢ consists of postulated shifts in
selected eclements of b.

Solution

A collaction of possible eystem models {s con-
sidered. Each model corresponds to a particular
bias shift hypothesis.

Zach of the sysatem models corrglpondo te 8 blas
shift at some time, ¢, for rhe k°" bies state.
Then the bias shift détectlon problem is equivalent
to determining which of the possidle system models
is the correct one given the measurement data. In
order to identify the correct system model, it will
be necessary to conetruct a Kelmen filter corre-
sponding to each model in nrder to creste a measure

ment residual sequence for each model.
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Normally the computational requirements of such
a bank of Kalman filters would be excessively bur-
densome. Here, hovever, an efficient extension of
the biss-dynamic decoupled estimation algorithm of
Friedlandl is smployed. The estimation algorithm,
which {s {llustraced in Figure 1, extends
Friedland's ideas to allov many "bias'" partitions
in the estimator. This also makes possible the
addition of sdditional bdias etates to an existing
estimator. That feature then sllows a bank of es-
timators to be constructed by adding several par-
allel connected low order bias estimators in a ser-
ies connection with the primary estisator. Then
when a shift is detected the primary eetimator can
easily be reconfigured by removing the appropriate
parallel filter and reconnecting it at the ead of
the series filter. The series/parallel filter ar-
chitecture is illuetrated in Figure 2.

Frtedlandl considered_a system composed part-
ially of dynamic states, X, and partially of com-
stant parameters, b. He partitioned the state
vector between “he two classes, such that

Gx(i) Oxb(i)

1=
(Ead
-

y(i+1) -

- +

o 1 MRS

1o}
(G4

141
(09

with estimation covariance,

PO = E{(r(1) - x(OXx(1) - y(u» T}

T |
PRV (1) M () v (Dl ) o (

- B e e e ) -— e wms

T
nb(t) v‘b(t) | Mb(t)
| (2)

whare

£(1) is a process noise vector with !{S(l) ERJ)}

s Q) 8.

The observations are of the form

(1) e [um Cb“)l (O + n1), (3

vhere n(1) is a measurement noise vector with

§

T
z{;\.u) 5(1)} < R by

£(1)and n()) are sssumed independent for all 1 and
J.

The resulting recursive filter is of the form:

be(“l) - Ox(ihlxb(i) + Oxb(i) (4)
(1o1) (i+1) .

S, (1+ H Vb (1+1) + cb(i) (5)
- T

i - ¢!

P‘(1+l) c‘ 1) n;(t) Ox(t) + Q1) (6)

Ke(1+1) = Pi'(ﬁl) HT(141) (H(141) Pi-(ul) HT(1+1)

+ RO Y'Y (N

Ten) = 0 (T + R 141) (¥(141)

< H(1+1) 8 (1) X(1)) (8)
- (1+1)
PoA{{+]1) = Pn(i+l) = R{1+1) H Bo(i+l) (9)
x X x x
Vo (1+1) = v;b(u-l) T KeA141) S, (141) Qo)
M, (141) = Hb(t)-n.b(x)s:(ux)[u(ul)p.;.(xﬂ)u?m) .
T -1 ’
+k(1+1)+sb(£+1)ub(1)sb(t+1),
*8, (1+1)K, (1) ()
(141) « M_(1+1) [vF (1+1) wT(11)
Kb Hb xb
+c:(1+1)] R (e1) (12)
~ ~ Cd
B « RO+ (41| 20#1)-R(4DO, (F ()
-sb(m)'g‘ml (13)
T(141) = T(a+D) & v (41 Blaw) (16)

Duffy‘ noted that Equations (11) and (12) could be
replaced by

- T - T
Kb(“” l{b(l) sb(ux) l A1+1) P’(ul) R (1+1)

T -1
+ RO + 8, (141) M (1) sb(ul)l -

nb(ul) - "’b“) - lb(tﬂ) sb(xﬂ) n.b(t) (16}

thus saving one inversion, three matrix sultiplies
and & matrix add. In either case, the equatione
for X amount to a Kalman filter that ignores b,
vhile the equations for b amount to a Kalwan filter
that ignores x but has a measurement sensitivity
sacrix, Sy = H Vlb + Cb, a measurement noise covar-

fance, H P; Hr + R, and a pssudo-measurement, Y -
~r
R 'x X. The intaerpratation of decoupled estimstion

as two filters, one of vhich sstimates & constant
vector observed in Xhito noise, was ul;o noted by
Mendel and Washburn® and by Priedland. Such an
interpretation leads to several algortthnts Tga-i-
bilities, including en information filter'""
spproach to the bilas estimation, and U - D factori-
tation within the original decoupled estimation
framevork. 1 also leads to the realigation that
additional Lias estimators can be cascaded indefi- .
nitely in series vith the original dynasic end bias
estimators, thus resulting in the algorithm depicted
in FPigure 1.

The estimation detection algorithm structure is
depicted in Figure 3. It consists of the Kalmau
filter, 2:' whose model (ncludes the dynamic
states, X, the bias states b and thoss bias shift
states previously detected. The residual and resi-
dusl varisnce computed by P_ form the fnput to &
parallel set of one-state b?no filters F), F veeoFoo
The one-state biis filters correepond to bt.l shifte
et timme £y, & ;4 ..ot .. The residuale and
residugl variances conput‘j by the one-state bias
illters &s well as those of F, are ueed to compute
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P_(i+1), the probability of no bias shift in the
:2- vindow from ¢y to t .., &nd Pk(1+l)$ls ks}}
the probability that a bi.‘ shift occurred at
Cikey® THe bias shift events are modelled as
mutually exclusive and hence their probagbilicies
must sum to ona.

Pk(x+l) 1. a7

[ Eatrl. ")

k=o

can be calculated re-
This recuraive com-

The bias ehift probeoilitie
cursively using Bayen' rule”.
putation is vritten «s

!
£zt M, (0] P
as)

P (141) =
k q [
: flzcien) | m, 20 2, (0

ke®o

flg(l+l)| ' Z(l)l is the probability density func-
tion of Z(I+1) given a jump at time t ., and prior
measurement dnt.{é(l)...g(i)}. 1f gauseian statis-
tice and scalar measurements are assumed, then
equation 18 reduces to

P (1+1) = ak(umkm/yuq) (19)
vhere R
2
B (1+1) = lﬂk(i#l)l expi-’s‘yk(ﬁl)/ﬂk(hl)l}
(20)
and
Bk(1¢l)-px(zl (21)

?
y(i+l) = ¢
keo

The test for biles shift detection ie done ueing
Pg(i+1), thus we are testl.g whether s bias shift
occurred at time ti-s+1 using measurement dats up
to time ¢, ,,. If Py {+1) i»s greater than some pre-
specified tﬁrelhold value, then the hypothesis
that a bias shift occurred at t .., 1# sccepted
and the one-state bias filcer, 7] is included in

Py If Py(i+1) 19 lese than the threshold then

Fg is discarded and the time vindow for testing

bias shifte is moved forward vhen the succeeding -
neasurement ie processed. It should be noted that
tf PZ is discarded rather than retained in F, it 1»
not necesssry to reinitialize Pl thru gl~l vhen the
next mesourment {s processed since they will cor-
respond to ?2 thru Fg at the next measuresent cime.
Only when a bias shift is detected is it required

to reinitialize che entire parallel bank of

filters.

Simulation Results

In order to test the applicability of the above
estimation/detection algorichms, a simulation of a
typical rocket sled test of an inertial guidance
system vas conducted. The test consisted of ap-
proximately 3 minutes of operation in s l-g field,
folloved by sled ignition and approximately 50
seconds of motion, finally followed by approximate-
ly 4 minutes of operation in l-g after stopping.
The modeled system coneisted of 3 asccelerometers

each with bias and scale factor errors, and 3 gyros
each with bias; mass unbalance, compliance, and
random (Markov) drift rate errors. In addi{tion dy-
nsmic position, wvslocity, and attitude crrors wvere
modeled.

Three distinct cases were considered, data from
a normal system, data from a system in which the
sccelerometer scale factor on one axis (primarily
along the sled track) shifted while "he sled wvas in
motion, end data from a system in which the gyro
bias drift rate on one axis (cross track) shifted
wvhile the sled vas in motion. The down track posi-
tion Kalman filter residuals for the latter two
cases are gshown {n Figures &4 and 5. The estimator
{s able to somevhat follow the scale factor (SFEX)
shifc, but does poorly in the estimation of the
shifted gyro drift (BDY).

Two situatione are considered for bias shift
detection performance. First a s{tustion {s con-
sidered vhere the data analyst has correccly
guessed vhich parameter may have shifted. The bias
shift deteccor (BSD) is then encorporated in order
to identify the magnitude and timing of the actual
shife.

First the case of a shifted scale factor (SFEX)
{3 considered. Pigure 6§ shows thact the estimator/
detector algorithm (s able to follow the shift cor:-
siderably better than the estimator alone, resulting
in whitened residuals ar shown {n Figure 7. A time
sequence of the shift probabilities as calculated
by the BSD is shown in Figuree 8 through 14. The
time spacing is 0.5 seconds and the BSD coneiste of
30 one-state escimators; so the detection window {s
15 seconds wide. The time of the actual scale
factor shift 1s 210. The indicated time 1s that
associated with the shift probability which is about
to be tested against the threghold of 0.5, Thus at
c(D) = 200, che data in the window reflects only S
seconds of the shift effect and the BSD has not vet
begun to respond. At t(D) ~ 210, the BSD would
{deally detect the shift, and indeed the probability
of no shift fe virtually zero, but no one cell has
yet been identified. FPinglly at t(D) = 216, the
leftmost shift probability exceeds the threshold and
finslly, 6 seconds late, a detection is made. Then
in the next time increment the shift probabilities
realign themselves, reflecting no more shifts.

Next the case of a shifted gyro drift (BDY) {s
considered. Here the estimation/detection perfor-
asnce is less impressive. Three shifts were identi-
fied, 7.5, 27., and 9). secnnds after the acctual
shift, thus reflecting the leseer degree of observ-
abilicy of gyro drift. The total drift estimate,
however, is better (28% ervor at end ve. 62% with-
out the detection algorithm), and the res{duals are
considerably reduced as can be seen by comparing
Pigure 15 vith Figure 5.

Finally, chree cases wvere considered {n which
the data analyst incorrcccly guessed at the shift
sftuation. The detection algorithm performed very
well (no detections) in two of the cagms and gave
strong indicetions that it was not satisfied in the
third. FPirst, a BSD looking for SFEX shifts was
applied to data in which no parameter shifts at all
were reflected. No false detections wvere made, as
indicated by the rime history of the BSD probability
of no ehift (Po) shown in Figure 16. In fact, dur-
ing sled motion when the scale factor obeervabilicty
increases, the probability of no shift also in-
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creases. Next, a BSD looking for SPEX shifts ves 12.
applied to data in which a BDY shift was reflected.
Again no false detections vere made. Tha probabil-
ity of no shift {s shown in Figure 17. Finally, a
bSD looking for BDY shifts wae applied to data in
which a SFEX shift wes reflected. The BSD made
four false detections, but three of those were in
succession {at €y * 231., 231.5, and 232.) and ss
indicated in Figure 18, the residusle indicate that
the detection algorithm is still not satisfied.
Thus, a strong indication is given that the date
analyst {s barking up thea wrong traee.
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ABSTRACT

High-accuracy navigation systems frequently employ a multi-state on-board
Kalman filter for processing external updates. GCravity compensation errors
may be significant error contributors for such systems, even when an on-board
state-space gravity model is employed in conjunction with an accurate stored
map of gravity data. It is not known how to model gravity compensation errors
faithfully in the state-space format suitable for on-board implementation when
the vehicle changes its direction of travel or altitude, or when the gravity
compensation technique utilized relies on stored grids of gravity map values
derived from a finite gravity data base. These factors have tended to compli-
cate the covariance analysis of the contribution of gravity errors and their
mismodelling to system performance. This paper presents a method for propa-
gating navigation system error covariances under the following circumstances:
(1) A multi-state filter is implemented on board, (2) Cravity errors are
modeled as filter states, (3) Instrument errors are mismodelled by the on-
board filter, and (4) External updates are processed by the implementad
filter. The vehicle maneuver time history is taken to be arbitrary, and the
actual cross-correlations between gravity errors at points along the vehicle
trajectory are assumed given by an arbitrary spatially correlated model which
need not be stationary or isotropic. The analysis approach can be mechanized
as an add-on to an existing linear covariance analysis program. The analysis
also provides a means for computing the cross-correlation betweer, meagsured
gravity quantities and the vehicle state, for use in optimal estimation
schemes in a post-processing environment.

The covariance calculation presented in this paper provides the same
result as the Edwards nested integrals mechanization. However, a different
mechanization is used which results in a significant reduction in computer
storage burden, The original Edwards approach requires the storage of the
state transition matrix for each discrete time interval simulated. The
approach given here requires the storage of a three-column matrix with the
same number of rows as the state transition matrix for each simulated discrate
time interval. In addition, the issues of instrument mismodelling and filter
gravity model implementations are handled explicitly in this paper.

The covariance propagation method derived here is similar to the standard
dual-state formulation used for mismodelling sensitivity analyses, except that
the actual gravity errors are regarded as drivers to the system errors and are
not included in the state. Use of the recursive discrete error state propa-
gation formulation enables system errors to be represented as & linear
combination of the gravity errors at the discrete vehicle locations, along
with uncorrelated IMU instrument roise drivers and external measurement
errors. The weights defining the current error state as a linear combination
of the gravity errors at the previous vehicle locations are maintained and
updated at each time step. These weights can also be used to compute the
cross-correlation of the system errors with measured gravity quantities for
use in post-processing.

A simulation example is presented ugsing an 37-state navigation filter for

simulation of a mobile strategic missile application in which velocity updates
are processed by the on-board Kalman filter. A first-order Markov gravity
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model is implemented in the filter, while actual gravity errors are correlated
according tu the spatially defined Sperry Three-Dimensional Algebraic Gravity
model. An additional example is given showing the utilization of the
covariance analysis approach in post-processing observables to estimate
gravity errors encountered by the vehicle. Sensitivity of navigation errors
during open-loop missile flight to gravity error frequency content is
presented for a ballistic missile simulation example.

1.0 Introduction

This note defines an algorithm for computation of mean square navigation
errors, and their cross-correlations, when gravity compensation errors are
spatially correlated and not readily represented as the outputs of a linear
system driven by white noise. The covariance propagation algorithm defined
here gives the type of result provided by the Edwards nested integral approach
which used numerical integration of a matrix Riccatti equation. The computa-
tions defined here are arranged using the discrete approximation to the
continuous error dynamics. The mechanization given here also provides a means
for calculating the cross-correlations between the navigation state and
observables such as gravity measurements, position reference derived measure-
ments of navigation errors, or observations of velocity errors. This paper
presents an approach to using these cross-correlations for least-squares
estimation of navigation errors and gravity errors in a post-processing
environment.

The basis of the mechanization is that the discrete approximation
expresses the navigation errors due to gravity errors as a linear combination
of the gravity errors at each of the points of the vehicle's discrete position
time history. By linearity the covariance of the navigation errors due to
gravity is a linear combination of the cross-correlations of the gravity
errors at the discrete vehicle locations.

The covariance propagation equations given here use the assumption that an
implemented suboptimal Kalman filter processes external measurements to
compute corrections to indicated position, velocity, and platform
misalignments, and to update estimates of IMU error parameters and gravity
errors. The filter's corrections are applied to the navigator at each
iteration, withk the exception of the estimate of the error in gravity
compensation. Rather than passing the suboptimal filter gravity estimate to
the navigator for use in integrating the vehicle equations of motion, an
equivalent formulation is used: The filter's estimate of gravity error is
maintained in its state vector and is propagated at each step into position
and velocity corrections. These corrections are applied.

The computational storage burden for the mechanization presented here
depends on the number 2 of gravity states modelled by the on-board filter, the
number m of INS states modelled by the on-board filter, and the number of
states driving the actual navigation errors which are left unmodelled by the
filter. Storage required also depends on whether control is applied from the
filter in correcting the navigation-indicated quantities. If control is
applied from all the filter states except for the gravity states, then for

each non-zero time increment simulated, an (2+4m)x3 matrix must be stored. The

kth such stored matrix defines the contribution of gravity errors at time e
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to the current state. When the state is propagated over a time interval, or
when an external update is incorporated, all the stored {2+m) x3 matrices must
be recalled from memory, updated in accordance with the modifications made to
the current state, and restored for later use. The stored weighting matrices
are used for the calculation of the cross-correlation of the current gravity
with the current navigation state which is required to propagate the
navigation error covariance. Because they define the current state as a
superposition of the previous gravity errors, the weighting matrices can be
used to calculate cross-correlations between the state and other quantities
such as gravity measurements in an area in which a navigation test is
conducted, All quantities involved in the covariance propagation method
presented here are derived from variables ordinarily computed by standard
navigation error analysis programs.

Section 2.0 presents the analysis groundrules and a derivation of the
covariance analysis algorithm. In Section 3.0, a post-processing technique is
presented using a batch processing least-squares approach to estimating
navigation quantities and gravity errors., This approach is based on standard
least-squares estimation using the inversion of normal matrices, but uses
observables whose cross—correlations are computed using the method presented
in Section 2.0. In Section 4.0, three simulation examples are presented to
illustrate how the covariance propagation and post-pruocessing schemes can be
applied to simulation analysis of practical navigation problems. The topics
presented in Section 4.0, using hypothetical, simplified instrument and
gravity models, are: (1) Performance of a simple first~order Markov gravity
model in bounding gravity-induced errors in land navigation, (2) Use of IMU-
derived observables to determine gravity errors in post-processing land
navigation data, and (3) Effect of frequency content of gravity errors on in-
flight, open-loop navigation performance.

2.0 Navigation Error Covariance Propagation with Arbitrarily Correlated
Gravity Errors

This section defines equations for discrete propagation of the covariance
matrix of navigation errors induced by INS instrument errors and spatially
correlated gravity errors and controlled by application of external updates
incorporated using an implemented suboptimal filter.

The approach follows the standard dual-state formalism used to handle
filter mismodelling analysis except that the dual-state vector is driven by
spatially correlated gravity errors as well as the white noise INS error
drivers. Gravity errors may be represented as states in the suboptimal filter
but actual gravity errors are regarded as drivers for the actual navigation
errors.

Among the assumptions used in the analysis are:

l. The iteration time step is short enough 30 that, given the state dynamics,
gravity errors can be assumed constant over the discrete time interval.
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2. An external measurement is processed instantsneously by the suboptimal
filter at each time step. Use of a zero measurement matrix extends the
applicability of the analysis to the case where external measurements are
processed only occasionally.

3. Control from filter states, except for gravity estimates, is applied
instantaneously via a reset. After the suboptimal filter state update, actual
navigation errors are adjusted by the suboptimal filter's state estimates.

Use of a zero control distribution matrix makes the equations given here
usable for the case where control is applied less frequently.

The dual state propagated consists of the concatenation of the filter
state, immediately after application of control, with the actual navigation
system error state immediately after application of control.

The navigation configuration analyzed here is indicated gchematically in
Figure 2-1, and can be summarized as follows.® Between external measurements,
navigation indicated position and velocity are updated by integrating the sum
of sensed specific force output by the IMU and computed gravity values. The
Kalman filter estimates the errors in the IMU parameter estimates used to
correct the raw IMU outputs, the errors in navigation indicated position and
velocity, attitude, and the errors in the computed gravity values. At
specified intervals, the Kalman filter's estimates are applied to the
indicated navigation values in the form of instantaneous corrections or resets
of position, velocity, attitude, and IMU parameter values. For convenience it
is assumed that the Kalman filter's estimate of the errors in the computed
gravity values that are integrated by the navigator are not passed to the
navigatcr for use in its integration procedure. Instead the gravity error
estimate is propagated into equivalent corrections in position and velocity.

The Kalman filter's state vector x is defined as follows:

- - - A~ A ~ - ~.T
= w
x [6pe 6vc V. é n éam 6Hm g]
Spe = egtimated error in navigation-indicated E-frame position vector
Svc = egtimated error in navigation-indicated earth-relative velocity

vector, coordinatized in the C-frame

@c = platform misalignment

gwm = estimated error in the modelled gyro parameters used to convert [MU ‘
outputs

Sam = estimated error in the modelled accelerometer parameters used to

correct IMU outputs

é = estimate of the error in the three components of anomalous gravity
integrated by the navigator, with additional filter-assumed driving
states

ng = filter's estimates of correlated errors in c¢xternal reference

navigation aids.
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Figure 2-1 Schematic Navigation Flow Example

a = gensed acceleration
£ = gensed specific force
gtot =  computed gravity value
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The state vector x whose covariance is to be propagated and which includes the
actual navigation errors, is d2fined to be the concatenation of the filter
state estimates with actual errors, with the exception of gravity errors.
Actual gravity errors are not regarded as part of the error state, but as
drivers to it. The components of the dual state are




T

~ 1
x = [x : 6pe 6vc *c Gwm 6am GMm sw . 6au 6Hu]

Here x is the vector of filter state estimates.

The components &p., v, and V. are the actual errors in the
corresponding terms estimated by the filter.

The components §wy and §ap are the errors in the IMU compensation terms
modelled by the filter,

The states 6w, and &a,, are unmodelled gyro and accelerometer error terms.
The term § included in the filter state % is the gravity estimate of the
Kalman filter. Consequently propagation of the covariance of the state X
yields the covariance of the Kalman filter's estimate of gravity errors. The
corresponding block of the Kalman filter's covariance matrix, which is used by
the implemented filter in computing its gains, gives the filter's statistics
for the crrors in its estimate £.

The measurement errors &M and M, are respectively the errors in external
references modelled and unmodelled by the filter.

At every iteration, the corrections contained in the filter's states,
exclucing the filter gravity states g, are applied to the navigator, so that
after control is applied, the values for those Kalman filter states are all
equal to 0. The gravity estimate gis never applied, only updated. This gives
rise to a position and velocity correction to be applied at every step,
whether or not an external measurement is available.

In this section a derivation is giv'n for a simple expression for the
propagation of the extended error st.. : X, (just after application of contro!
at time ty) to its value at tys] in tne form: ’

- _ kel- = - )
Yol = %% Xt DB * Guy Gy (1)

where
g, = error in computed gravity value added to sensed specific force by
the navigator in solving vehicle equation of motion between
external updates (anomalous gravity deviation from analytical model
plus map interpolation)
u, = INS error white noise drivers
Ve T uncorrelated external measurement errors.

+ - - '
The dependar.ce of the matrices @t 1, rk’ Ck, and G; on the plant dynamics and

the implemented filter gains is derived in this section. This state
propagation equation is used to develop the covariance propagation.




Covariance Propagation

Use of the discrete state propagation in Equation (1) gives rise to a
discrete covariance propagation equation. Because the driving gravity error
g8k 1s correlated with the current state X, » a new term is involved in the

. covariance propagation. The covariance propagation method is presented below.
At the conclusion of this section, the derivation of the state propagation of
Equation (1) is given.

. The following recursive equation is derived for the covariance { X o1 k+1} !
Pt = Bl e %

- K EEAT) AT o 8 slon]) & 0 & v ]} ()T i

+ T Elgg) Ty ¢ on t R T, ¢ 1 RE (ofTHT | (2) ?

vhere R = og E{iosz} + :i: [ot_jrk_j_ll E{gk_j_lgz}, if k>l (3) ;

The derivation of this expression can be presented as follows.

The assumption on the statistics of the driving terms are:

1. E{ukulr} 0 if k#l. INS error source drivers are white.

0 if k#l. External measurement errors are white.

2, E{vkvlT}

3. E{ukvlT} 0 External measurement errors are uncorrelated with INS error
state drivers.

4, E{“kng} =0, E{vkng} = 0. INS error s ate white noise drivers and white

external measurement errors are uncorrelated with gravity compensation
errors.,

5. E{ikukr} =0, E{ikva} = 0. INS error drives and external measurements
are uncorrelated with the current state.

The assumption made on the correlation of the gravity errors is that rhey
are correlated according to a defined model:

E{gkg:} = f(k,e).

Typically the correlations of g, and gy depend on the vehicle's positions
Rk and Ry at the times ty and ty:

E{gkgg } = Ry, Rg).
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This is the case if the gravity value generator of Figure 2-1 (which
generates gravity values to be integrated by the navigator to solve the
vehicle equations of motion between updates) computes gravity according to an
ellipsoidal model or by interpolating a stored map of gravity disturbance
values.

The complication in propagating the covariance of the state xy4) from its
covariance at time t, is that a state space propagation equation for gravity
of the form

Blel = 0.8 ¢ rgwgk’ wgk = white noise sequence

may not be available. For example, if the vehicle crosses its path, grem =
gk, then a white noise sequence would be required to satisfy the requirement
that

Efeemei T} = E{ewei’)

Unless the vehicle travels in a straight line it is not known how to
arrange the required driving noises for the standard state space propagation
which proceeds by augmenting the state xi to include gy, and treats the Vg as
drivers for the augmented state. As a result, in propagating the covariance
of the state Xy4+) from its value at time ty, it will be seen that the
correlation

E{zeiT}
must be computed.

The error state covariance 1is defined as

2 T
P = E{%yc%, |

To obtain Py4) from its predecessor Py, Equation (1) for the propagation of
the state X4} from its predecessor is used as follows:

) kel- = . -~ T, k#1.T . T
Prap = Elloy "x * Tug + Cup ¢ Crv Tlx (0,77)" + g

which gives Equation (2)

- okl (pktlyT

Peel = % Pl

Ty .T P T T = Ty=T

E ot -

+ ck“{ukuk}ck + v&.lvkvk}(ck) + [‘kE{gkgk}rk
k+l - T,=T b -T k+].T
N E{xkgk}l‘k + xkE{gkxk}(¢k )

In order to make this equation for covariance propagation practical to
implement, the calculation of the cross-correlatiou of the current state Xy
with the current gravity error gy must be handled in an efficient manner. One
such approach will now be given.
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The last two terms in the right-hand side of Eq. (2) are mutual
transposes. A convenient expression for computing E{ikng} is obtained from
fact that X is a superposition of the driving errors ug, u}, « « « +, ug-)
and the gravity errors gg, 8]y + « « + Bk-1+ However, only the gravity
errors g0, Bly « - -y Bk~] are correlated with the current gravity value gy.
An auxiliary state for the purpose of deriving the cross-correlation of Xy

with gy can be defined recursively by the transition matrix Qt*l and
superposition integral Ty used in propagating the state X:

Yo T %o
kel -
Yol = %% Vit T8

Then it is apparent that this state y, is correlated in the same way with g,
as the actual state Xy:

E{egT} = E{Reafl}-

The state yy can be expanded as a superposition of the gravity values of
B0r Bls» + + o +9 Bk~]1» for example:

k -

= V-1t Te-18k-1

Y

k k-1

k-1%-2Y-2 * Ti-28,-2) ¢

¢ C-18k-1

k k-1 . ®k

= 0l %k-2k-2 * %-i Tk-28k-2 *

T-18k-1

ok k-l k-2 kK k-1- k = -
= h-1%-2%%-3Yk-3 * %k-1%-2Tk-3 * Ck-1Ti-28k-2 Y Te-18k-)

By defining the products of matrices involved as

K kK k-1 k-g+1
Op-2 T ®k-1%-2 * * * %k-g

, and letting ¢: =1,
it is apparent that

ok k= k= k= k
Y = %Y * (ero)go + (¢2r1)g1 + (03F2)32 + ...+ (¢krk_1)gk_1

This defines the state Y, 8% & superposition of the earlier gravity errors
BgrBlr ¢ ¢ 0r By and the initial state Yo°

It follows that the correlation of Vi with 8, is also a superposition:

T k T k= T k= T k T
E{ykgk} = ¢OE{yogk} + (@lFO)E{gogk} + (QZFL)E{glgk} ) (Gkrk-l)E{gk-lgk}
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Since Yo © ;0, and E{ikgrk} = E{ykng}, it follows that the desired
correlation in Eq. (3) is given by

eln 60} = okelzyel} + g o*, 7 ez 8}

In the implementation presented here, this representation of the
correlation E{xkgk} is used in updating the covariance Py as given in Eq. (2).

The correlation of the initial error state Xg with later values of gravity
Bl» E{iOgE}, must be computed separately using assumptions on how the initial
error state was obtained at the initial site.

. . . k
In the mechanization presented here, the matrices ¢.+1F. are stored and

updated. Certain entries of these matrices are always zero. The unmodelled
INS gyro errors éw, and accelevometer errors 8a,, contained in the extended
error state, and the unmodelled external update errors §M,, are not driven by
gravity errors, and since control is never applied to them from the Kalman
filter, no mixing of gravity errors is obtained by that means.

The observation used in the mechanization defined here is that the
collection of weights required for propagating the covariance Py,) from P, can
be obtained by updating the weights that were required to obtain P, from P, ;.

This is seen as follows. The matrices needed from computing E{ikgz} using Eq.
(3), for use in obtaining Py4) from P as in Eq. (2), are seen to be:

k= k= k-
©1fgr @30y ooy Ot ] k-2* %1
The matrices that had to be used in obtaining Pk from Pk—l were
k-1= k-1= k-1~ k-l-
o1 Tor % Tar oeor G plie3r 12
Now by detinition,
k _ .k k-1
¢j - ¢k_1 °j
. . k = ..
Consequently, a typical matrix ¢j+lrj needed for obtaining Pk#l from Pk can

be obtained as follows:

k=17

ko= _
r. = o1l

°j+1 j (ok .19 (¢

_ ok
)r = 0

However, the matrix ¢§- Fj was required for obtaining Py from its own

+]
predecessor Pp_j.
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When the matrices @k i Tj are stored from the last pass in obtaining Py, they

can be updated by multxply1ng by °k 1

In the mechanization of Eq.(2), obtaining P requires the product

k+l

k+l 1= T =T - T
o E{xkgk}rk' It has been found convenient to compute E{(¢ xk)gk}

followed by post-multiplication of the result by FT. As given in Eq. (3),

- k
the correlation of X\ with 8, is given by
_ T k=1 T
E{x g} = [oglE{xo8r) + jzo CORERLITIN ' (4)
Consequently
E{ " % dar} = Cor* (o IE 2 (ok* rE{3,9" ) (5)
" k ‘% ng SRR P

The matrices in square brackets in Eqs. (4) and (5) are used to obtain P, from
Pr-1, and can be stored.

For the iteration that generates P.,], these matrices are rif?vered from
L .o . -
memory and premultiplied by the current transition matrix °k’ and restored:

kel _  k+i k

% = ¢ Loyl
k+l- _ kel k =

If the current time interval [ty, tys+)] is non-zero, ther Fk # 0, and must be
stored for later obtaining Py, from Pysy. If tye) = ty, then Ty does not
need to be stored for later updating and processing.

The update procedure indicated in Eq. (6) is performed for every itera-
tion. If the current time increment is non-zero, the correlations E{ngT‘ are
computed, pre-multiplied by the updated entries ¢§ 1rJ, and summed. The
result 1s post-multiplied by r

k

In order to implement the mechanization of Eqs. (2) and (3), the
correlations of gravity compensation errors E{gkgg} must be computed by a
subroutine. The correlation of the initial state X with the current gravity
error g, 18 also required, E{i081}°

State Propagation

The discussion above has presented the covariance propagation method from
the state propagation given in Eq. (l). The derivation of Eq. (1) will now be
given.

11 solc
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The computation of the filter state x and the actual error state x can be
described as follows. Over a non-zero time interval {ty, tye)], the filter
state is propagated and, :f a measurement is available at ty,), updated. Over
the same time interval, the actual errors are propagatad and the effects of
gravity compensation errors and IMU error sources over the time interval are
incorporated. At time tps}, the filter estimates are applied to the
navigation indicated quantities, and the errors in the filter's estimates are
combined with the plant state x. This process is defined by Equations {7) -
(12) below.

The Kalman filter state is propagated over the time interval [ty, tys)) by
1ts computed state transition matrix.

% = of 2 n
k+1 k "k
For con: nnce, define the state x to be actual errors, not including gravity
errors:
- T
x = [ép Sv v 6w 8a &M Sw da §M ]
e c m m m u u u

Over the time interval [tk, tk+‘] the actual errors are driven by the
white noise IMYJ driving errors Ui and gravity errors gk:
“erl TNt Bt Gy (8)

The 3x! gravity error vector g, consists of the actual errors in the
anomalous gravity compensation value integrated by the navigator. Between
updates, only position and velocity errors are affected by the gravity
compensation errors.

INS driving noises do not affect filter estimates of gravity between
updates.

The external measurement recorded at time ty4] is assumed to be a linear
cumbination of actual systems errors and measuremenlL errors:

= - + = i
Z, e Xeel o W actual measurement matrix (9)

When an external measurement 2z, is available, the Kalman filter assumes
that z; 1s a linear combination of the states that it models, according to an
assumed measuremenft matrix H&. The Kalman filter computes a gain vector Ky
which it uses to update its estimate instantaneously:

- _ f~ L _ £y~
x;+l LD + Kk ( Hkxk*l) = (I Kka)x + K z (10)

“ kel "

Next, control is applied to the propagated state Xpep !
(11)

= - - <+
Pl e CEa
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Control is only applied to the navigation errors &pg, 6v., V¢, Che
modelled IMU parameters &§wy, and éap, and the modelled reference errors &Mg.

When control is applied, the Kalman filter states for épg, 8vo, Vg, Swp,
S§ap, and éM; have to be set to zero:

g
A
ke .

R R £~
Xkl el T Ck¥Eel (12)

Figure 2-2 gives a diagram of the propagation of the Kalman filter state.
Figure 2-3 presents the corresponding diagram for the actual error state.
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Figure 2-2 Flow Didgram for Kalman Filter State Propagation

(Ol e agmeimeel RSN N

- o f A, )
1. Xeel ok L propagatinn between measurements
2, x# = x=.. + K (z -Hf x=. ) : incorporation of measurement
k+l k+l k k Tk Tkl
3. % = x#. . - Cf x# ¢ application of control
kel k+l k Tkl
. The actual error state and filter state are coupled according to equations

(9) - (12). The actual error state generates the observable z, from Eq. (9),
which 1s used to update the filter state in Eq. (10). The filter state in
turn is mixed into the actual state via the application of control, Eq. (11).
The two sets of states have in common the filter's estimate of gravity
compensation error, and just after application of control, the only non-zero
components of the filter state are the gravity itates.
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Figure 2-3 Schematic Flow Diagram for Extended Error State Propagation

XFey T o % * rkgk + Ckuk ! between updates

x= . - C ¢ application of control from Kalman state

X+ . s
k+) k+l k' k+l .
estimate

These facts enable the development of a simple propagation equation for
the extended error state X, in the following form:

K+ ToB + G + G v

el = %% %t Tt G

k+l X

The dependence of the matrices oK+l Fk’ Ek and E; on the previously

] ivi f f f ;
deflned'quanC1.1es °k’ °k' Hk"Hk’ rk’ Gk’ Kk, Ck and gk'C?n be shown using
the familiar dual state formalism used for filter sensitivity analyses.

The propagation across an external update and reset is obtained in one
expression that condenses the following steps:

A. Propagation across a time interval between updates:

~ e ”
) o) ¢k ] xk 0 0
x= = f--T=2- ol ot il I il IR il B VR PRSI 4
K+l X7 o o Xy Ck T k
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B. Measurement formation:

2

k

H

Wiel T VK

C. The filter has an assumed measurement matrix Hf and generates a gain

k

Kk to incorporate the update instantaneously:
[ - ] 1 =

T Ky £1 Xisl K

et S x= ] o el TR O]
| kel t kel

D. Finally control is applied instantaneously to generate 2k+1:

E o o

s e | s, S 2] | e

k+l Xal k+l ¢ | XEel

Rewriting step C gives
1-k HS 1 Kk H x
o+ S DU . S k), k|,
k+l 0 , I L] 0 k

where

11

12

21

- [}
[} -fzﬂ-]
kel € T L *k+1
£ £10 o_of - S f
R T T B B D R
f 7 _ N k
C (I-KH) | -CKH ol Xp o c K,
| -
114 012 sl Yy
TR T “x- K "
214 Y22 el K
Ul U e % U,.C U,.r v -
1% ! Y12% x 12% 12 k
-----E-T ------- c—==}) ¢ |--==-=- Y L4 B gt 17 v
Upi® v Y22°%% . Us2%, U "k

row uf
(I-Ck) (1 Kka)

£
(1 Ck)Kka

f
C (I-K . H)
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] = ~C, K H +I

22 Kk k
_ _of

vk = (1 ck)Kk
e T S

This is the required form for Equation (1),

X = "% + T g +Gu + Gy
kel % Mkt B T S T
with .
U ef T
kel _ Y% ) Y%
CHI s e
21% 1 "22%
f
= [_‘_'szl_c_l s . [_912‘_’5_] . [ (1-¢, )%, J
- , , S ok %
k 0.t K 0,6, K cKk

Numerical computation of the terms involved in Bq. (15) is facilitated by the
simple form of Ck’ and the common expression CkKka. If no externai

measurement 1s processed, Kk' Hk’ and H
computational burden.

« are all 0, and this reduces the

Implementation Considerations

Practical implementation of the covariance propagation mechanization

requires a computation of gravity correlations E{gkgg} and computation of the

correlation of the current gravity error g with the initial state Xg.

There are two ways to handle the calculation of the correlations E{gkgz}.

gk is the error in the anomalous gravity value which is added to the specific
force sensed by the IMU, and then integrated to solve the vehicle equations of
motion between updates. g, drives the vehicle Shuler loops. The suboptimal
filter forms an estimate §, of this error, and uses it to generate position
and velocity corrections., Two ways are available to prepare a gravity value
for integration by the navigator, with a corresponding model in the Kalman
filter. One is to use the ellipsoid model representation of the earth's
gravity field using a central force term and a second-order spherical harmonic
(J7) correction term. In this case the error g, is the difference between
actual gravity and this approximation. The implemented filter's statistica!
model for gravity is then defined accordingly with state space parameters
(standard deviations and dynamics) chosen to represent this error. Incovpora-
tion of gravity map data is then handled by the Kalman filter, and map data is
not integrated directly by the navigator. Instead, map values are interpo-
lated to the current vehicle position, and processed by the filter as a linear
combination of its state gy. Map interpolation error is modelled as a

16 s01C




measurement error. A related approach is to have gravity map values interpo-
lated by the gravity value generator within the navigation system, with the
result added to the corrected IMU measurements of specific force. In this
case the gravity error gy is the residual interpolation error. The Kalman
filter must be provided with a state space model for this interpolation error.

. While the two approaches are closely related, differences in performance can
result depending on how well the filter's state space model represents the
error g, and different modelling sensitivities may result.

The remaining requirement for covariance propagation using Eqs. (2) and
(3) is the calculation of the correlation E{iogE of the initial state Xp with

the current gravity error gy. The correlation of gravity compensation errors
with initial calibration errors is in general non-zero. This 18 because
calibration errors at the initial site depend on the errors in the gravity
survey errors. If the later gravity compensation errors gy are correlated
with the gravity survey errors at the site then these values will have some

correlation with the initial calibration errors, and the calculation of E{iogz}

must be handled accordingly. The initial calibration errors depend on the
errors in the initial site survey estimate. If the gravity compensation error
gk is an error in interpolated map values, and the map interpolation error is
correlated with initial site survey error, then a correlation of g, with
initial alignment would in principle have to be computed. Map interpolation
errors should be relatively high frequency, with short correlation distances,
so that as the vehicle becomes more distant from the initial site, this
correlation is attenuated.

Correlation of the initial position errors and platform errors with gravity
errors involves two groups of errors at the initial site. The first set of
errors consists of the position errors at the initial site. The second group
consists of the initial platform misalignments and IMU error parameters. The
second group of errors depends on the quality of the initial calibration
performed at the initial site. The correlations of these initial errors must
be represented in computing the remaining components of E{xogk} Two
questions of iuterest are:

1. How are calibration and alignment errors at the initial site a linear
combination of errors in initial site gravity survey values?

2. How are gravity survey values at the initial calibration and alignment
site correlated with gravity compensation errors applied to the
navigator during later navigation?

Using the mechanization for covariance propagation defined here, however,
it is possible to first estimate the rough magnitude of the contribution that
this initial correlation makes to later navigation errors, since by Eqs. (2)
and (3) it contributes to Pu4) as follows:

=T T,T
E{xogk} + (o E{ ng}r )
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Hence a bound on the magnitude of the effect can be obtained by analysis of
05‘1 and FE and a range of assumptions on the size on the initial correlation

E{iogE}.

3.0 Post-Processing Estimation of Gravity Errors

This section presents an application of the covariance propagation
approach given in Section 2.0 to the problem of estimating, in a post-
processing environment, the gravity errors encountered by a test vehicle. The
observables assumed available for post-processing ae measurements of the error
in the INS-indicated earth-relative velocity. In a land navigation scenario,
velocity errorg are observable when the vehicle stops. Observation of errors
in indicated position may be available when the vehicle passes a surveyed
checkpoint. These observables can be handled in a similar manner.

The approach taken here to post-processing of velocity data to estimate
gravity errors uses least-squares estimation. 0 Least-squares estimation
requires two sets of cross-correlations. First, the correlations between the
observables and the quantity to be estimated must be computed. A mechaniza-
tion of Eq. (3) enables the calculation of the cross-correlations of velocity
errors at any time with a gravity quantity of interest. Second, the cross-
correlations between velocity errors at the times when velocity is observed is
required. These can be obtained from an application of the discrete state
propagation given in Eq. (l1). This second set of correlations defines the
normai matrix which must be inverted for the least-squares estimation
procedure. The reason that a completely recursive estimation scheme for
gravity errors is not readily apparent in this case is that for the problem
considered here, gravity errors are a major driver to the observables
available, and they are not in general easily represented in a convenient
recursive state space form. In this section, the general least-squares
estimation approach is briefly sketched. Then the computations of the
required cross-correlations are detailed using the quantities developed in
Section 2.0.

Least-Squares Estimation Approach

Given a vector Z of m measurements, an estimate x is to be formed of a
scalar x as a linear combination of the components of Z:
x = Kz
where

K lxm gain vector.

In addition to the measurements themselves, the following cross-
correlations are assumed known:

£{zzT})

E{xZT}

Rzz
and

RXZ




N

In least-squares estimation the gain K is sought which minimizes the
expected square estimate error:

ai = E{ (x-x)?}

According to the orthogonality principle, the gain vector K which minimizes
the RMS estimate error is the one for which the resulting estimate error x-x
is orthogonal to the data:

E{(x-x)zT}=0

The orthogonality requirement defines a linear equation to which K is the
unique solution:

0 = e{(x-x)zT} = E{(KE-x)E')}
= Ke{zzT}-e{xzT}
= KRz=Ry,

If the square matrix R;, is non-singular, the optimal gain K is
-1

Xz 22

K =

It can be shown that the resultant mean-square error in the optimal estimate
is
2 2 -1 T
- R_'R
e x XZ XX X2

where ai = E{xz}

Thus, knowledge of the cross-correlations given above enables a calculation of
the statistics of the estimate error,

This general framework can be applied to post-processing estimation of
gravity quantities trom IMU-derived observables. For the case of interest
here, the measurement vector Z consists of a set of observations of errors in
INS-indicated velocity.

[ J——
! §v
)

|
' -
s = H !
i = [GVQI ay :. . .; §v, )
where the velocity error Eva, is observed at the discrete time tg.. gvu.

; - : . . J
consists of three components of the error state xaj defined in Section 2.0:

v, . = d,x + v
a vX_ . .
3 9 aj
where
H, = projection matrix
Gaj = observation error (assumed white)
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Tn a land navigation application, the observation error for velocity involves
spurious vibration effects which must be removed by averaging or some related
procedure. The quantity to be estimated from this vector of measurements Z is
a gravity quantity y, such as gravity anomaly or deflection at a point of
interest. Ordinarily y would be a gravity component at a point that the
vehiclz has traversed,

Cross~Correlations between Estimated and Observable Quantities

The cross=correiation Ry, between y and the measurement vector Z requires
calculating the cross-correfations between and the velocity errors §v, at time

te

E{YGV T

r=a a . o
r}’ 1 T2 ey

m

Since &vy is a set of components of the error state X, at time t.,

§vp = H X_+V
vir r

it follows that
- T N -T,T
E{str } = E{Yxr }Hv’

assuming that the observation errors'V} are uncorrelated with the gravity
quantity y. From Eq. (1), X, is a superposition of gravity errors at times
to, B ‘--oc!--l:

_ r=1 i -

= .. C.}lg. + ¢.x. + (ingtrument white noise driver
xe = L1 o5, Tilg, # egx, + (instrume ers)
j=0

Assuming that y is uncorrelated with INS instrument noise drivers and external

measurement errors, the cross-correlation of y with the state X, can be
written

r -
E{ver} = L efvej}oT, 05" + Elyxghop)”

. . T . .
Thus, 1f the cross-correlations B{Yg, } between y and the gravity compensation
errors driving the error state X are“known, the cross-correlation between y
and the observable 6v, can be found by superposition:

r-1
- T T.T, r T,T =T r T, T
E{Yévr} = jzo E{ng}rj(¢j‘1) H, ¢ E{Yxo}(¢0) H, (13)
This ehables calculation of E{YET} as a concatenation of 1x3 matrices obtained
by repeated application of Eq (13) for r=aj, as, ..., ap. One particular case
of interest is when the quantity to be estimated is a crmponent of the gravity
compensation error g; at time tj.
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Correlations of Velocity Observables

The calculation of the autocorrelation R,, of the measurement vector Z in
this case cequires the calculation of m? cross-correlations of the form

.z T
E{Gvrsvs } where r,s = ui,aj

These correlations can be formed as follows. If
r = s,

= ~T . . .
then E{&vrdvr} can be obtained from the covariance matrix P, of the error
state X, at time t . Since

Sve = HyXx, + V.,

_ (= =Ty T = =T
= H E{x x }H_ + E{vrvr}

Heut + e{VV. T}
v r Vv rr

The computation of the cross-correlation E[Evrb;sT}, for s>r, can be found by
recursively maintaining and updating the correlation of 6§V, with the error

state Xy . Computing the cross-correlation E{gvrfisT} yields the required
correlation E{évrdvsT} because

= < T
E{évt6vs }

[}
m
—t—
o
<
~~~
x

x
+
<
A
»
——

(14)

]
[90]
—

o)
<
"

x
S
j=

-3

' The correlation E{GvrisT}is gotten from a recursive procedure. To star: the
l recursion, note that

<. =T
E[évrxt }

"
m
—
~~
e =
X
'S
<
s ]
-
xi
a}
=]
et

= HP (15)

Given E{EvrikT}, the cross-correlation of Sv, with the state XK+ can be
obtained as follows. From Eq. (1),

C kel-
kel v *k T T

L]
[

+ Gkuk +G

S0l
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it follows that

E{sv

_ = =T k+l.T T T
rxk+1} = E{Gvrxk}(o k}rk (16)

W ) E{&vrg

since the noise drivers uy and vy form a white sequence. The second term in
Eq. (16), E{é%rgkr}, can be computed using Eq. (13). The first term in Eq.
(16) is obtained from the correlations E{&vyXy}. Equation (14) provides the
required cross-correlation E{evrévsT}.

Post-Processing Approach Summary

l. For the times t,. for which velocity errors é§v,. are observed, compute

the cross-correlations E{ysvg,} using Eq. (13) for the gravity
quantity y of interest. y

2. Concatenate the results of Step 1 to form the cross-correlation R,.

3. Compute the correlations between observed velocity errors Evai and Eu‘
using Eqs. (13), (14) and (16). :

4, Assemble the 3x3 correlations matrices obtained in Step 3 to form the
square correlation matrix R,,.

5. Compure the optimal gain K from the inverse of R,,,

-1

K = YZRzz’

and form the estimate:
Yy = Kz
6. Compute the expected square estimate error:

-lRT
77 Yz

E[(?-Y)Z} E{yz} - R R (17)

2 T
E{y } - KRyz

The approach given above can be extended to enable inclusion of gravity survey
data and position checkpoints.

Implementation Considerstions

The main limitation on the general approach indicated here is that
incorporation of more measurements requires the inversion of a larger normal
matrix R,,.

If the observables contain white noise observation errors, singularity of
R,, need not pose a significant problem. Selection of appropriate measure-
ments for vrocessing, including elimination of redundant measurements, can
reduce the processing burden.
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A simulation example for this estimation approach is given in Section 4.0.
In the scenario considered there, it is assumed that at three locations, seven
observations of velocity errors are made at l-minute intervals. Each velocity
vector observed has three components, so the square normal matrix R,, involved
has 3x7x3=63 rows., In addition, it was assumed that the three components of
gravity were surveyed at the initial vehicle loucation. For this case, matrix
inversion using Cholesky19 decomposition of R,, gave adequate numerical
performance. Post-processing larger amounts of data can be based on the
singular value techniques given in Reference (19).

4,0 Simulation Examples

The purpose of this section is to indicate how the methods described in
Sections 2.0 and 3.0 can be applied to three problem areas: (1) Analysis of
the effect or in-flight gravity errors on open-loop ICBM navigation
performance; (2) Improvement of performance, in a lcnd navigation application,
by enhancement of an on-board filter's model for gravity map errors; and (3)
Estimation of gravity errors in a land navigation test by post-processing of
IMU~-derived velocity observables.

The results given in this section cre based on simplified instrument and
environmental models under idealized scenarios. Intrinsically new numerical
results are not presentec herej; however, results reported elsewhere in earlier
work and obtained by other means are generally confirmed. Because of the
hypothetical nature of the simulation results presented here, the conclusions
offered at the end of this section are essentially qualitatie and have been
discussed elsewhere in the literature. As stated above, the purpose of the
presentation of results in this paper is the illustration of the applicability
of tne numerical approaches derived earlier in this paper to problem areas
which can be and have been addressed by other techniques in the literature.
Therefore, numerical results have been obtained in normalized form suitable
for illustration of the qualitative issues.

The three simulation examples are presented in the subsections below.
Each example is introduced with a brief (and incomplete) survey of pertinent
results presented by other authors, for the purpose of indicating how the
simulation results given here confirm earlier work. The surveys of related
work given below show that the simulation analyses do not demonstrate new
information pertaining to gravity modelling for high accuracy navigation. The
results given here do, however, indicate that the covariance analysis and
post-processing algorithms presented above are potentially applicable to areas
of analysis which have been thoroughly studied in earlier work.

Example 4.1 Eftect of In-flight Gravity Errors

This subsection presents an application of the covariance propagation
algorithm developed in Section 2.0 for the most straightforward case, in which
no external updates are processed. The simulated case considered is that of
an ideal IMU lofted on an ICBM trajectory through an anomalous gravity field;
the topic considered in qualitative terms is the response of impact error to
gravity error frequency content during open-loop naviation performed during
powered flight.
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The effect of gravity error modelling on CEP has been considered for a
number of strategic applications by several authors. The effect of gravity
errors on airborne navigation system performance has been analyzed bg
Bernstein and Hess“, Harriman and Harrison?, Lowrey, Pinson and Oak? ,
Chatfield 21, Edwards!, and Heller3, among others. The first two of these
papers present the navigation errors induced for vehicles travelling at
constant altitude and at constant velocity, using frequency domain analysis of
statistical gravity models for errors at the earth's surface extrapolated to
the required altitude. The paper by Harriman and Harrison demonstrated that
for long-term unaided flight, the frequency content of the gravity errors near -
the Schuler frequency for the given vehicle speed was critical for perfor-
mance. The paper by Chatfield used Monte-Carlo emulation of the Tscherning-

Rapp degree variance model’ to predict the effects of gravity map accuracy on
performance over a complex vehicle trajectory. Lowrey, Pinson, and Oak
analyzed performance for an airborne application using state-space models for
gravity ccmpensation errors. They found that the frequency content of the
gravity compensation errors, represented by varied correlation distance
parameters in the state space model used, olayed a noticeable role on the
effect of the gravity errors on system performance. In the paper by Edwards,
aircraft and cruise missile performance was evaluated using the Edwards nested
integrals technique on which the covariance analysis approach given in this
paper is based., Performance preductions yielded by state space models were
compared to those resulting from the Tscherning-Rapp model for vehicles with a
complex trajectory.

Gravity modelling issues for strategic missile applications were reviewed
by Heller3. In that paper, several different types of gravity models were
presented and compared, including the Attenuated White Noise (AWN) model
derived by Heller and Jordan8, the Sperry Three-Dimensional Algebraic Gravity
(STAG) model presented by Jordan, Moonan and Weiss10, and the Tscherning-Rapp
model’. In the paper by Heller, the normalized relative contribution of in-
flight gravity errors to ballistic missile impact CEP were given for the
Jordan thicd-order Marlov gravity mode19, the AWN model, and the STAG model.
Normaliced results were also nresented on the effect of gravity mismodelling
during navigation by a missile carrier prior to ballistic missile launch.

Humerical parameters for the AWN model were presented by Heller and Jordan
from a data base of gravity survey data and satellite-derived data8. The
gravity model used in this section for analysis of in-flight errors uses the
STAG model form with normalized parameters chosen to generally agree with
*hose ziven by Heller and Jordan. The parameters for the STAG model used in
this paper will now be compared to those of the Heller-Jordan mcdel. The AWN .
model 1s an analytical, spatially-defined correlation model. The AWN model
for the expected value of the product of anomalous potential T at a point
(X,Y,Z) with anomalous potential at (U,V,W) is, in the flat-earth
approximation,

ADzo§(2D+zl+zz)

E{T(x,¥,2)T(U,v, W} = 2,372

lu +‘/2+(ZD4‘21*7.2) ]




where

U-X, v = VY, 2z = (2ay2ez?) V2 g . - (u2ev2e?)V/2

u D

D

distance parameter

o% = anomalous potential variance
The parameters o and D can be cortrolled to e~abl: a fit to an empirical

- gravity autocorrelation function, Correlatiors of gravity components are
gotten by differention of the potential covariance function, since the gravity
components are obtained from the gradient of potential. A set of parameters
for this model was given in the Heller-Jordan paper, shown in Table 4-1 below.

RMS Disturbance Normalized RMS Distance

Model Potential Disturbance Parameter D
Component (mgal-km) Potential (km)
1 40100 .98 2189
2 6070 .15 1055
3 5420 .13 376
4 2300 .06 76
5 72.1 .002 10
RSS 41000 1.00 -

Table 4~1 AWN Gravity Model Parameters
(from Heller-Jordan3, 1979)

- The STAG model formlQ® for the anomalous potential autocorrelation function
18
0l
E{T(X,Y,2)T(U,v,Ww)} = T
*e ' 2 2,2,,.2.1/2
[(1*(zl+zz)/D) + (uT+vT)/D7]
where
u = U-X, v = V-Y, 2)y 2, = altitude, u,v = horizontal shift distances
D = distance parameter, c2 = anomalous potential variance

T
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A set of normalized variances was formed for a four-compcnent STAG model
following the normalized Heller-Jordan parameters in Table 4-1. Distarce
parameters were chosen to generally resemble those of the AWN model, exce .
rhat the very low-fr:quency component in the AWN model is not included, s 6nce
1t does not model well in the fiat-earth approximation. The parameters
adopted for the STAG model in his paper are shown in Table 4-2.

Normalized Anomaiv RMS | Distance Parameter D
Model (km)
Component Heller-Jordan STAG Heller-Jordan STAG
AWN AWN
1 (very low frequency) 47 -- 2189 --
2 (low frequency) . .15 1055 500
3 {mid frequency) .37 .37 376 180
4 (mid frequency) .77 .87 76 35
> {high frequency) 18 .25 10 S
RSS 10 10

Tahle 4-2 Normalized Heller-Jordan AWN Model Pa~ameters
and Normalized STAGC Model Paramerers

The normalized STAGC model parameters shown in Table 4-2 were used for a
quaiitative evaluation of the eftect of the frequency content of gravity
evrors during in-flight navigation on ballistic missile performance. For the
simulation, gravity errors were assumed correlated according to the STAG model
parameters z.ven in Tabie 4-2. The staio propagation given in Equation (1)
consisted of position and velocity errors driven by gravity errors only, and
covariance propagation was implemented using Eq. {(2Z). The correlations for
the gravity compensaticn errors were mechanized in an east-north-up frame.
Because Lhe four comporents of the STAG modei are assumed Lo be statistically
tndependent | the contributions of each component can be evaluated separately.
Table 4-3 ;ho.s the contribution to gravity-induced CE? when the vehicle 1is
lotted on A ballistic trajectory. CEP 1s normalized because the original
rraviiv treld itself 1s normalized.
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Table 4-3 confirms the significance of the frequenzy content of gravity
errors on airborne navigation performance., A traditional frequency-domain
analysis for the ballistic case is complicated by the fact that the

A significant altitude changes over the vehicle trajectory cause the driving
;: gravity errors to be quite nonstationary over the flight. The small effect of

the very highest-frequency component could have been expected, since upward
continuation of high-frequency disturbances results in rapid attenuation. In
general, the effect of gravity modeiiing assumptions on prediction ot
ballistic missile performance reported in Reference (3) is seen in the results

o

. presented here as well.

Normalized Correlation Contribution to
STAG Model Anomaly Distance Gravity-Induced

Component RMS (km) CEP

2 .15 500 .31

2 .37 180 .92

3 .87 15 .24

4 .25 5 .04

RSS 1.0 -- 1.00

Table 4-3 Effect of Cravity Error Frequency Content During Powered
Flight on Cravity-Induced CEP

Example 4.2 Estimation of Gravity Errors by Post~Processing

This section presents an application of the pravity error estimation
approached given in Section 3.0. A simulated land navigation scenario is
considered in which velocity updates are processed by an inertial navigator
which starts at a Ynown initial site, navigates while travelling on land, ..nd j
stops intermittently. At the stopping points, navigation-indicated earth-
relative velocity 1s recorded. When the vehicle is stopped, actual ea-th-
relative veloucity 1s zero, and any nonzero navigation-indicated rclative
velocity value is an error signal which is a linear combination of INS errors,
gravity compensation errore during travel. and observation errors indaced by
venicle vibration. Hence the obgerved velocity errcrs are statistically
cocrelated with the errtors in gravity compensaticn used in navigating during
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X vehicle motion. Section 3.0 gives a means for forming least-squares estimates
of the gravity compensation errors from the observed velocity errors, using
the computed cross-correlations of the obgservables and the gravity errors at a
point of interest along the vehicle ground track or elsewhere. Least-squares

Rt theory also provides a value for the RMS errors in an estimate of this kind.

- . . . . .

4 In this section, simulation results on the RMS performance of the gravity

}k estimation approach developed earlier are presented.

In the idealized hypotheiical scenario considered in this simulaticn
example, the normalized four-component STAG model given in Example 4.1 is

s

ot taken to represent the gravity compensation error away from the initial
:) calibration and alignment site. The topic considered here in qualitative
¢

terms if the dependence of the quality of the gravity estimates on the
distance between stopping points where velocity observations are available.
The effect of the distance between stopping points has been analyzed by
Huddle!3 and othersl®. The applicability of inertial navigation system data

2L

{{ to estimation of gravity errors has also been presented in the paper by Rose
}2 and Nashl2, High accuracy is obtainable for land navigation from velocity and
{} position checkpoint data. These papers, among others, have indicated that

; gravity deflections and anomaly can be estimated accurately even by medium-
'y accuracy inertial ravigators if rehicle stops are frequent enough. In general
A terms, earlier approaches have assumed that gravity errors may be modelled as
. state-space processes to which optimal smoothing techniques can be applied, or
X else the navigator i1s regarded as a measuring device for observing directly
~:: the change in deflection of the vertical from the initial surveyed site. For
ot the least-squares approach pursued in this paper, it is not necessary to

assume that the gravity errors can be represented as state-space processes.
An arbitrary spatially correlated model for the gravity errors can be assumed.

<P

Ps

Y While no new results are presented i1n this section, the qualitative
- significance of the distance between stopping points is confirmed.
e

‘r

The gravity model used here 1s the normalized model shown in Table 4-2.
Table 4-5 shows the inertial measurement unit model used. This model follows
the 48-state model form presented by Widnall and Grundy®, with additional

¢ £

R random censtant states to represent trends in accelerometer errnrs and gyro
-~ mass unbalance errors. These additional states were included to demonstrate
s that a muiti-state IMU model can be utilized in the estimation approach given
;q in Section 3.6. The important IMY contributors to gravity estimation errors

in land navigation have been 1dentified by Huddlel3, In land navigation, the
p-environment 1s benign, so that g2 effects are much less significant than in
the acceleration environment of baliistic missile flight., The nonlinearities
were included in the model not because they are significant error contribu-
curs, oul Lo show that a large number oi IMU states can be taken 1to account
in postL-processing 1t necessary.

%7

L W)
50

Rexy

The wvehicle scenario considered here begins with an initial calibration
and alipnment pectormed at a surveyed site. The vehicle then travels due east
- for thiriy minutes to a stopping point, At the stopping point, velocity
updates are processed by an on-hoard Kalman filter whose function is to bound
navigation crrors during the test, particularly altitude. Two more
repetitions of the thirty minute travel period with sever minute stops are
cunducted.  Thke on-board Kalmzn tilter uses only a simple first-order Markov
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Gravity Model Parameters Norrnalized CEP

AWN See Table 4-2 92
Third-Order og, = 47 mgal, D, = 27.8 km.

1.0
Markov o, = 20 mgal, D, = 371 km.

P
:’_‘.'J“

v
-

Table 4-4 Effect of Gravity Models in Ballistic Missile CEP
(from Heller3, 1981)

%‘
8

-ﬁz State Variables Number of
5$~ Components
he
Position, Velocity, Attitude 9
P Accelerometer bias and scale factor 6
7 Accelerometer and gyro input axis misalignment 9
Gyro scale factor and mass unbalance errors 15
y Gyro bias 3
'q‘:‘: Accelerometer scale factor, gyro mass unbalance trends 12
!'_-':.
3:-' Accelerometer and gyro bias trends 6
! Accelerometer and gyro g errors 24
T
g
Al
a
: Table 4-5 INS Error States for Simulated Estimation
of Normalized Gravity Field
)
:;\:
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model for graviiy errors, with normalized gravity component variances equal to
those of the STAG model, and a correlation distance of thirty nautical miles
for each of the three gravity components. The three sets of velocity
observahles at the three stopping points are utilized to estimatz gravity
compensation errors at points along the vehicle track using the approach in
Section 3.0. The parameter varied here is the vehicle speed. The two values
considered for vehicle speed are 12 kts. and 60 kts., so that vehicle stopping
points are separated by 6 nmi. or 30 nmi. In principle, vehicle speed
variation is not identical to change in stopping point separation, because the
different vehicle speeds will change the shape of the spectrum of the gravity
errors seen by the vehicle as it travels through the spatially correlated
field. Hence, results identical to those presented here would not be expected
if the vehicle obtained 6 nmi. or 30 nmi. stopping point separation by
travelling at some other speed for a different duration than thirty minutes.

Predicted RMS errors were computed using Eq. (17) for the scenario
described above., Table 4-6 shows the results obtained for this normalized
hypothetical case. Gravity errors were estimated at 2-nmi. intervals along
the vehicle track. Estimate accuracies are compared for gravity estimates
formed from observations 30 nmi. apart and from observations of velocity at
stopping points separated by 6 nmi., Generally, the characteristic shape for
smoothed gravity errors presented by Huddle is seen in Table 4-6, with the
largest errors in gravity estimates seen about halfway between the stopping
points. Considerable estimation improvement results from processing velocity
data from stopping points which are closely spaced. The results presented in
Table 4-6 can be taken to be 3 worst case for gravity estimation accuracy,
since the only reference data other than velocity is the initial site data.
In addition, no path retracing or path crossovers occur for the stright-track
scenario considered here, so that in this case gravity cannot be separated
from IMU errors using the fact that the gravity errors are repeatable.

The simulation results given here are based on the assumption that the
STAG gravity model used bv the post-processing estimator is correct. As with
any least-squares estimation procedure, use of statistical models which do not
match actual data will result in degradation in the performance of the
estimator. Significant terrain variations in the test area have the potential
to degrade least-squares estimation of gravity quantities unless they are
accounted for properly, as shown by Forsberg and Tscherning from gravity
data in the White Sands area. Since terrain variations introduce gravity
errors wvhich are, to a significant extent, deterministic if the test area
topography is known, it may in principle be useful in applications to remove
the effect of terrain-induced gravity errors prior to least-squares
processing.,

The method presented here for least-squares estimation of gravity errors
can be regarded as a type of least-squares collocation estimation of gravity
errors, as discussed by Moritrz!B, A means of computing the cross-correlations
between IMU-derived observables and gravity quantities has been presented in
Section 3.0. These cross-correlations are required for processing iMU-derived
observables usirg collocationn.
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RMS Post-Processing Estimate Errors
(% of Normalized 4-Component STAG Field)
Distance Along Gravity Component
Track
fro(r::r:it)art South Vertica!
6 nmi 30 nmi 6 nmi 30 nmi
between between between between
stops stops stops stops
2 41 6.7 2.1 6.7
4 39 1.0 32 8.9
6 32 13.2 24 9.3
8 32 141 26 10.2
10 32 137 26 12.0
12 32 123 24 13.7
14 35 10.8 2.1 15.0
16 3.7 98 2.1 15.7
18 37 9.3 24 15.7

Table 4-6 Gravity Estimation Performance in Post-Processing
Normalized Four-Component STAG Gravity Field !

Example 4.3 Performance of an On-board GCravity Model for l.and Navigation

In this section, the performance of an on-board gravity model is
considered for a land-navigation application. The two purposes of this
simula.ion section are as follows. First, it is shown that the covariance
propagation method presented in Section 2.0 is computationally feasible for
the analysis of the performance of complex multi-state systems. Second, an
application is given of the optimal estimation approach defined in Section
3.0, The method defined there is used for a preliminary evaluation of how
much performance improvement could be obtained by on-board filter implementa-
tion of a more sophisticated gravity model than the one used for the
simulation example. In the simplified simulation example discussed in this
section, a straightforward three-state first-order Markov gravity model is
assumed for the implemented filter. An idealized one-parameter STAG model,
spatially correlated in east-north-up coordinates, 1s taken to define the
correlations of the actual gravity errors which the filter attempts to model.
The IMU model in Table 4-5 is utilized as shown in Example 4-2 above.

In the scenario considered here, an INS is calibrated at an initial
starting point, then travels due east at 60 kts. After 30 minutes of travel,
the vehicle stops and the implemented filter inzorporates obser-ations of
velocity available from the fact that the actual earth-relative velocity is
zero. Two additional 30-minute dashes are then performed with velocity
updating at stopping points. For this hypothetical simulation case,the cn-
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board filter gravity model consists of a simple first-order Markov model for
the along-track, cross~track and vertical gravity errors. Actual gravity
errors for this simulation are assumed correlated according to a one-parameter
STAG model, spatially correlated in east-north-up coordinates. The variances
of the filter's along-track, cross-track, and vertical errors match thoce of
the STAG model. This is made possible by the benign straight-track, constant-
altitude vehicle scenario under which the spatial correlations of the STAC
model exactly define along-track, cross-track and vertical components for
state-space representation by the filter., If a curved path rather than a
straight track had been assumed, an additional sour:e of mismodelling would
have been involved. Despite these considerations, the mismodelling between
the filter's representation of the gravity errors and their actual correla-
tions 1s quite severe in this example. The first-order Markov spectral
densities do not resemble those of the STAG model. In addition, the STAG
model for the actual gravity errors maintains a significant cross-correlation
between along-track and vertical gravity errors, which is not represented by
the on-board filter.

The topic considered in this example is the extent tc which performance of
the on-board filter can be improved by means of a more faithful representa-
tion, in the filter, of the statistics of the actual gravity errors. This
topic is addressed using the optimal least-squares estimation approach given
in Section 3,0. RMS errors predicted for the optimal estimates of INS-
indicated position using the velocity data at the stopping points were
computed from Eq. (17). This computation required generation of the inverse
of the matrix of cross-correlations of the velocity observables, and the
computation of the cross-correlation between the velocity observables and
errors in the INS-indicated position, Then, the RMS errors in the on-board
filter's estimates of position were computed using the covariance propagation
approach defined in Section 2.0

The effects of gravity mismodelling on high-accuracy land navigation
performancc have been addressed in the paper by Hubbs, Pinson and Smirhl®,
The paper by Kriegsman and Maharl’7 also addresses gravity modelling issues for
high accuracy land navigation. These papers present covariance analysis
results on CEP and navigation errors for a high~accuracy land mobile ICBM
application. They use significantly more sophisticated state-space models for
gravity disturbances than the one used in this paper. These papers showed
that for high-accuracy inertial navigators, gravity errors can be significant
contributors to CEP and launch point errors. The paper by Hubbs, Pinson and
Smith addressed the effect of mismodelling between the on-board filter gravity
model implementation and the actual gravity errors. From an analysis of
complex spatially correlated gravity disturbance models, they derived a state-
space model which reflected a significant cross-correlation between the along-
track and vertical gravity disturbance errors. They showed that if such a
cross-correlation was present in the actual gravity errors, then a significant
accuracy benefit can be gained by representing the cross-correlation in the
on-board filter's state~space model. In their paper, accuracy improvement was
seen in navigated position and indicated platform attitude, and also in impact
CEP.
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Table 4-7 presents a comparison of errors in position after three 30-
minute travel segments of a land navigator following the scenario described
above. BRMS errors in the on-board flter's estimates are compared with RMS
errors in an optimal estimate of position, from the same set of velocity
observations at stopping points that is used by the on-board filter. The
qualitative conclusion supported by Table 4-7 is that the first-order Markov
implementation is far from optimal. Significant improvement in all channels
is seen to result from an accurate representation of the actual gravity errors
in the estimation prccess. However, the complexity of the state-space filter
implemented gravity model that would be required to more closely approach the
optimal performance has to be determined by other means. Accurate straight-
track state space models for the STAG model have already have been presentedl
and could be reviewed. However, no state~-space model suitable for on-board
implementation is known which can accurately represent gravity correlaticns
when the vehicle follows a curved path, changes altitude, or retraces or
crosses over its path. Under those circumstances, the departure from optimal~
ity of on-board filter estimates can still be considered using the optimal
estimation of Section 3.0, since the complexity of vehicle path does not enter
into the optimal estimation approach given there. This is because the gravity
correlations required for optimal estimation are computed from a position-
dependent spatially correlated model, not a state space representation.

_ Normalized
Estimation RMS Errors in Position
Method (ND)
Latitude Longitude Altitude

On-board Kalman

Filter! 1.0 1.0 10
Optimal Estimate

from
Post-Processing® 4 4 3

1: Gravity errors medelied as first-order Markov by on-board filter
2: Gravity errors modelled optimally using une-component STAG Model

Table 4-7 Performance of On-toard Filter Estimates of Position at
Third Stop vs. Optimal Estimate RMS Error




5.0 Conclusions

A numerical method for the covariance analysis of the effect of spatially
correlated gravity errors on multi-state inertial navigation system
performance has been presented. This method allows for unconstrained vehicle
trajectories and arbitrary spatially correlated gravity models, and propagates
covariances when an on-board Kalman filter with a state-space gravity model is
used to process external updates and to reset the navigation state. A method
for post-processing estimation of gravity errors encountered by a test vehicle
has been defined. The range of applicability of the two methods was indicated
in three idealized simulation examples considering topics addressed by earlier
papers referenced here. The conclusion is that the general numerical
approaches presented in this paper are usable for analysis of the effects of
gravity errors on system performance.
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ABSTRACT

Honeywell 1is currently under contract with the USAF to produce
standard medium accuracy (F3) Inertial Navigation Systems
(H-423/HG1069D) for use on C-130 SCNS, F-4 NWDS, F-111 AMP,
HH-53J, C€-17, and OV-1lE applications; is under contract with
McDonnell Aircraft Company to design and certify an Inertial
Navigation System (H-770) for the F-15 A through E models; and
is also under contract with the USAF and MCAIR to produce this
system for use on the F-15 A through E. This paper addresses
the design commonality achieved between these two systems to
minimize nonrecurring design costs and recurring procurement
costs. The production and flight test status of both programs
is also discussed.
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1. INTRODUCTION

Honeywell is currently performing on several closely related
contracts to provide the U.S. Air Force with its MIL-LINS
(Military Laser Inertial Navigation System) products. These
contracts include:

1. An Aig Force (SNU 84-1) multi-year production contract for
its FY (Form, Fit, Function) medium-accuracy standard INUs,
for initial use on: C=-130 SCNS transport/cargeo aircraft, F-4
NWDS fighter aircraft, F-l111 AMP fighter aircraft, HH-53J
helicopters, C-17 STOL transport/cargo aircraft, and OV-1lE
okservation aircratt.

2. A McDonnell Aircraft Company (MCAIR) PS68-870204 Full Scale
Development (FSD) contract to design, build, test, certify,
and produce the first 50 inertial navigator units (INUs) for
the Air Force F-15E aircraft.

3. An Air Force FNU 85-1 multi~-year production contract to
produce the first 120, and a share of the remaining INUs to
be '1sed in all Air Force F-15 A through E model aircraft.

The high degree of commonality among these three programs, and
the two Honeywell INUs (F°/H-423 and F-15/H-770) that result
from them, has offered significant challenges to Honeywell and
benefits to the Air Force and MCAIR. This paper addresses the
design commonality features and constraints involved in these
efforts, and also reports on the degree of commonality achieved,
as well as the INU production/performance benefits from this
integrated design approach. Figures 1 and 2 show the F3/H-423
and F-15/H~770 INU exterior views, respectively.

2. BACKGROUND

Following an initial entry into the commercial aircraft market
with its strapdown ring laser gyro (RLG) inertial reference
system (IRS) beginning in 1978, Honeywell has expanded its role
as a supplier of medium~accuracy inertial navigation systems
(INSs), with increasing emphasis on military applications.
Military specifications for position, velocity, attitude ac-
curacy, fast reaction time, stringent environment requirements,
1750A computers, high order software languages, and high relia-
bility demand a systematic, thorough approach to the design of
these products in order that all specified requirements can be
met. In addition, development programs of this nature have
become increasingly expensive, prompting INS suppliers to design
for multiple-user applications. A proliferation of earlier,
unique INSs within the user community has resulted in high
logistics costs, which are also no longer tolerable. Therefore,
commonality has become a desirable requirement for both sup-
pliers and users.

2 SO1D
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Figure 1. F3/a-423 INU with Top Cover Removed
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Figqure 2. F-15/H-770 INU with Top Cover Removed
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To meet this challenge, Honeywell launched a design and develop-
ment program in 1983 with the gocal of developing a number of
commen system "building blocks" encompassing both hardware and
software functions and features. In this approach, development
resources are expended only once for a specific, common building
block, but several products can evolve from the basic design.
Honeywell has used this design technique in the development of
its MIL-LINS product family. From this commgn production line,
Honeywell now delivers not only the USAF F (H-423) and F-15
(H-770) INUs, but also the U.S. Army Mcdular Azimuth Positioning
Systems (MAPS), and the Swedish JAS 39 Gripen inertial systems.

Key milestones that have been met by Honeywell's F? and F-15
development programs are:

o 1983 -- ENAC 77-1 to SNU 84-1 redesign kickoff

o 1984 -- MCAIR contract award for full-scale development of an
H-770 RLG INS/INU for F-15 A through E aircraft

1985 -- CIGTF Type I test completion for Standard F3/H-423
INU

1985 == USAF contract award for production of F3/F-15 INUs

1986 -- First USAF flight test of an SNU 84-l-compliant INU

1986 -- First flight of an RLG INU designed for F-15 aircraft

1986 =-- First FNU 85-1-compliant H-770 RLG INU delivery to
CIGTF

1986 -- First F3/H-423 RLG INU delivery to USAF

1987 =-- First SNU 84-1 production H-423 INU delivery to USAF.

(o]

0000

00

3. BASIC INU FUNCTIONAL CONSIDERATIONS

Four functional elements exist in the design of a typical
navigation unit, as illustrated in Figure 3 =-- a simplified INU
functional block diagram. They are (numbers coded to the
diagram):

1. Inertial measurement function (gyros, accelerometers, sup-
porting electronics, and mechanical structure)

2. Data processing function (for high-speed inertial sensor
data/compensations, as well as lower-speed -- but more memory
intensive -- navigation and input/output computations)

3, Signal data bus/analog and discrete interfaces with other
vehicle avionics '

4. Electrical power inputs and physical system interfaces/-
characteristics.

Inertial measurement, and portions of the data processing
function, can be invisible to an individual system user, and so
offer excellent opportunities for commonality as long as they
support the full range of performance requirements. However,
the signal data, electrical power, and physical interfaces/-

4 S01D
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Figure 3. Simplified INU Functional Block Diagram

characteristics can be user- or application-specific, and hence
present more problems in achieving commonality.

4. F3 AND F-15 INU REQUIREMENTS COMPARISONS

Before detailed H-423/H=770 INU design was begun, a significant
effort was expended to genfrate a requirements matrix that
encompassed both Standard (F”) and F-15 programs. The bases
for these requirements originally were the SNU 84-1 and MCAIR
PS 68-870204 specification documents, respectively. The MCAIR
document was later incorporated into an Air Force specification,
FNU 85-1, for USAF control of all F-15 INS requirements. A
summary of this requirements comparison for performance, physi-
cal, and interface characteristics is provided in Table 1.
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5. COMMONALITY DESIGN AND PRODUCTION CONSIDERATIONS

Systenm Archj3 ecture. In establishing its system design con-
cepts for F° and F-15, Honeywell partitioned a typical INU
into the four functional elements of inertial measurement, data
processing, signal input/output (I/0), and power/physical
features. The data processing function included all required
executive, sensor data compensation and preprocessing, navi-
gation, guidance, steering, and BIT functions; and a unique
input/output element designed for each application. This
approach allowed a large portion of hardware and software for
each INU to be identically designed, fabricated, and tested,
because inertial measurement and many of the computing elements
were common to a great extent, and invisible to the external
user. The I/O element and specialized system software tailored
the outputs of these common elements to meet each user's needs.
This mechanization approach was consistent with the functional
diagram shown in Figure 3.

MA ML, Ao B RE gAY

Common Assembly/Subassembly/Software Module Definition. Based
on the functional partitioning described above and the require-
ments specified in Table 1, design decisions were made to dafine
the common hardware and software fungtions and/or medules. The
common module design goals for F~°/H-423 and F-15/H-770 are
provided in Table 2.

Design Groundrules. To further focus the design activity and
address recurring cost issues, a number of design groundrules
were established and controlled by a "Commonality Design Control
Board," ensuring adherence to both commonality and specific
program goals. These groundrules addressed those items most
likely to increase system material, build, test, and support
costs, rather than the detail specifics of the electrical and
mechanical designs. A top-level summary of the groundrules and
objectives of each element are:

LT AR 5 S T B A D A BT A A

o Maximum utilization of common parts

-~ Reduces nonrecurring costs for source control drawings, and
specification control drawings; as well as recurring costs
for receiving inspection, component testing, etc.

~- Allows material price reduction due to increased procure-
ment quantities

-- Reduces test equipment capital costs by minimizing types of ‘
parts to be tested
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o Maximum use of common mechanical designs/materials

N

-- Reduces hardware proliferation (connectors, mounting hard-

'”' 3 . .

o ware, potting/coating materials, wire/insulation, etc.)

o -~ Minimizes number of material and process specifications

~ -- Reduces variety of production tooling, layouts, procedures
E -- Reduces hardware inventory costs for assembly hardware
i)

N
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Table 2. F3/F-15 Commonality Design Goals

Ring lLaser Gyroscopes and accelerometers with identical error
budgets and designs

Inertial Sensor Support Electronics -- identical designs

- Gyro electreonics
- Accelerometer electronics

Inertial Sensor Assemblies =-- identical designs

- Sensor mounting base

Inertial sensors (3 Honeywell GGl342 RLGs and 3 Sundstrand
QA2000 accelerometers)

High voltage power supply

Temperature sensing/calibration memory

Dual_computers =-- identical designs for F3/F-15 IPs as well
as F3/F-15 NPs

- One high speed 1750A compliant processor with 32K EPROM and
16K RAM dedicated to front end, high speed inertial sensor
data processing and compensations

- One generalized 1750A compliant processor with expanded
memory for navigation, guidance, I/0, and other user
specific functions

Common Electronics ~-- similar designs, except A/D-BIT which
are identical

- Analog-digital conversion/built-in test functions
~ 1553B multiplex data bus

- Analog synchro and discrete inputs/outputs

Low Voltage Power Supplies -- similar designs

- Some common subassemblies

Software

Inertial processing == identical
Alignment processing -- similar
Navigation processing -~ similar
Attitude processing =-- similar
BIT processing -- similar
Input/Output processing - similar
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items (screws, washers, etc.) by limiting different types,
sizes, metal grades, etc.

o Maximum use of common software elements

-- Minimizes nonrecurring software design costs
-- Reduces verification costs

Reduces documentation scope and costs

-- Improves maintainability/configuration control

o Common production test procedures

-=- Allows use of common test equipment

-~ Reduces test software generation

-- Reduces support requirements due to common procedures
(Product Assurance, Reliability, CAE, TE Repair and Main-
tenance, etc.)

-=- Reduces personnel training costs

o Electrical designs for user-defined I/0 and power supplies
will be as similar as possible

-- Provides common parts advantages

-- Reduces Design Engineering support required for I/O and
power supply designs

- Reduces test equipment requirements.

6. SUBASSEMBLY AND MODULE COMMONALITY ACHIEVEMENTS

Despite the differences between the INUs required for F> and
F-15, Honeywell has succeeded in its efforts to generate common
INU "building blocks" that can be applied to both programs.
Requirements differences between the systems have been accom-
modated without compromising the basic premises on which the
commonality effort was established.

This section provides a description of the commonality shared
between Honeywell's H-423 and H-770 systems (reference to Figure
3 will be helpful in understanding the subassembly functions).
Unless otherwise noted, all subassemblies are form, fit, and
functionally compatible. Those indicated as identical have the
same part numbers.

o Inertial sensors (identical): Based on a composite error
budget defined for F? and F-15 aircraft mission require-
ments, Honeywell chose a common set of inertial components for

both applications. The inertial component set includes three
Honeywell GG1342 RLGs and three Sundstrand QA2000 Acceler-
ometers. These sensors have a long history of excellent

performance in similar applications, meet all required perfor-
mance criteria, have proven reliability, and are sufficiently
compact to be packaged in a sensor triad that can be used in
several different INU chassis configurations. Both types of

10 S01D



sensors require external support electronics, which are also
common to F° and F-15.

Inertial sensor assembly (identical at ISA level): Externally
induced, high~-speed motion =-- both 1linear and rotatiocnal --
can give rise to significant system level errors ir strapdown
systems. Many of these error sources can be minimized through
conservative mechanical design of the sensor mounting base,
sensor assembly isolation system, and INU chassis. Due tc the
many different user environmental specifications and their
impacts on system mechanical design, Honeywell designed a
common sensor assembly base for all programs. Each user
program then defines its own isolation system, the isoclation
system's natural frequency, and a mounting technique for
ISA/INU chassis attachment. This approach permits high-volume
procurement and build of ISA subassemblies (e.g., the mounting
base, wiring harnesses, and some attachment hardware), yet
allows user flexibility and prevents excessive nonrecurring
sensor base design activity. A fully loaded ISA contains
three RLGs, three accelerometers, a high voltage power supply
(HVPS), a temperature sensing/calibration programmable read-~
orly memory (Temp/Cal PROM), and associated harnesses.

Inertial sensor support electronics (identical): To provide
the required secondary voltages and signal processing cir-
cuitry necessary to condition gyro and accelerometer outputs
for use by other system electronics, four shop replaceable
units (sRUs) were defined as part of the common baseline.
These subasszemblies include the gyro electronics, gyro drive
electronics, HVPS, and the accelerometer electronics.

-- Gyro electronics (identical): The gyro electronics SRU
contains all signal conditioning circuits necessary to
convert RLG outputs to pulses, which can be counted by an
accumulating device located on a ceparate SRU =-- the
analog-to-digital converter pulse accunulator module
(A/D PAM).

~= Gyro drive electronics (identical): Several circuits used
to condition and operate RLGs regquire relatively high
voltages. These can couple into sensitive signal condi-
tioning circuits and reduce noise immunity. To minimize
this possibility, all circuits requiring veltages higher
than +/-15 Vdc are partitioned on separate circuit boards.

-- HVPS (identical): Ignition and maintenance of the gas
discharge required for RLG operation requires voltages in
excess of 3500 vdc. Due to the inherent packaging problems
associated with these voltage levels, the need to minimize
transmission o¢f these supply voltages within the systenm,
and obvious commonality implications, the HVPS was designed
as a common element, and is mounted on the ISA, The HVPS
provides both starting and running voltages to all three
RLGs, controls and monitors discharge current in each

1 Son




%‘ sensor independently, and provides certain lower voltages
and signals for use by the gyro electronics assembly.

-- Accelerometer electronics (identical): The Sundstrand
QA2000 accelerometer operates by nulling an internal
seismic proof mass pendulum with a restoring force/torquer
coil current proportional to the input G-level. This
torquing current is brought out of the accelerometer and
converted to a voltage on the accelerometer electronics
assembly. This voltage serves as the input to a digitizing
circuit. The Accel Elex card operates as a three-channel,
high-precision, voltage-to-frequency converter, generating
pulses whose quantity over a fixed time interval represent
average acceleration during that interval.

o Inertial processor (IP) (identical): This 1750A-compliant
processing element based on the Fairchild F9450 micropro-
cessor, is equipped with 32K words of EPROM memory, 16K words
of random access memory (RAM) (expandable to 48K), a direct
memory access (DMA) controller for interprocessor
communications, and I/O0 for input processing of inertial
data. The IP is a high-speed preprocessor for the navigation
processor (NP), inputting and operating on inertial data at a
1200 Hz rate. The IP is programmed in 1750A assembly
language.

R

=

b ol

o Navigation Processor (identical): This 1750A-compliant com-
puter 1is also based on the F9450 microprocessor, but was
designed for more dgeneral uses. The NP is equipped with 32K
words of EPROM memory, 48K words of RAM memory, and extensive
I/0 capability, including provisions for various wait states
to permiv interface devices operating with different response

RN  LCECONOES L

QQ times. The NP also has a four-channel DMA interface that is
. currently used for IP/NP and test set communications. The NP
[ ) is programmed in Jovial higher order language.

ﬁ; o Support electronics (identical): To reduce operating overhead
o for the system computers, additional electronics are included
o in the INU. These SRUs do preprocessing of various data, and

store it for future use by the system computers. This permits
the processing elements to access the data at a time best
suited for its use. The two support electronics assemblies

Q; are the A/D PAM and the Temp/Cal PROM.

Py 0
fj -- A/D PAM (identical): The A/D PAM contains all aralog input

gg circuitry. It incorporates an input multiplexer to provide

n analog input channels, and a RAM buffer to hold all conver-

b sions for the respective processor. Additionally, this SRU

contains pulse accumulation functions, implemented as
LSICs, that accumulate digitized inertial data and store it
for future processor access. The A/D PAM also provides a
number of system clock signals, and hac input and output
discrete interfaces for internal INU control and built-in
test functions.
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-- Temp/Cal PROM (identical): This SRU incorporates elec-
tronics that condition signals from temperature sensors
within each inertial component for use ky the A/D PAM. 1In
addition, the board includes an EEPROM that can be 1loaded
with sensor and system calibration constants. The Temp/Cal
PROM 1is mounted on the ISA, allowing each ISA to contain
its own calibration data, and providing interchangeability
between systems. The calibration memory 1is also used to
store mission-critical performance data for future use
(waypoints, steerpoints, BIT history, miscellaneous para-~
meters, etc.).

LVPS (similar): Due to differences in input power specified
for the INU in F°? and F-15 applications, the two supplies
are not interchangeable. Despite their minor electrical and
physical differences, however, the two supplies are very
similar in overall electrical design, and share a number of
common elements. Each supply incorporates a transformer/-
rectifier section, an EMI filter input section, a woost regu-
lator section, and a dc/dc converter section, plus additional
control and BIT circuits,

IP software (ident:ical): A compilation of all user performance
requirements and environmental exposures was used to define
expected strapdown error sources, magnitudes, compensation
techniques, high refresh rate outputs, and output filtering
requirements. Based on these requirements, one version of IP
software was developed to incorporate high-speed dynanmic
sensor compensation, high-speed attitude and velocity gener-
ation, and a precision attitude reference. Additionally, this
software package incorporates a communications function for
passing data to/from the NP, and has embedded BIT functions.

This software package also contains a "down-load" feature that
permits excess memory on the IP board to be used for NP pro-
gram storage. This function executes at system power-up, and
can increase NP non-volatile program storage by apprciimately
6000 words.

NP software (similar): Due to differences between H-423 and
H-770 aircraft interfaces, message structures, and mnission
requirements (INU aiding, in-flight alignment, interrupted
align, etc.), system NP software was generated independently.
Despite this unique tailoring of the NP software for the two
programs, a number of functions remain common, including power
up, power down, sensor thermal compensation, IP/NP download,
and baro-altitude loop algorithms.

F3/H—423 (SNU 84-1 COMPLIANT) INU TECHNICAL DESCRIPTION

The H=-423 Navigation Set consists of two line replaceable units
(LRUs) :

o
o

HG1069D INU
WG1021C Mount.

oin
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§~ The HG1069D INU conforms toc the form, fit, and fugction require-
: ments of SNU 84-1, and has been dubbed an F~ 1INU. It is
e designed to operate with a control display unit (CDU) over a
: MIL-STD=-1553B data bus network. The interface and software will
o accommecdate either a general avionics or a dedicated CDU mechan-
;, ization. The INU is a self-contained unit that interfaces with
i the mount and the aircraft electrical and cooling provisions.
o Figure 4 illustrates the general INU configuration, and the
4N locations of plug-in SRUs.
)
7y The front of the INU chassis contains the 1locking handle, an
:g alignment receptacle, a MIL-C-38999 Series 1 test connector (J1)
3' and cap, the INU elapsed-time indicator, and two fault-ball BIT
" indicaters. At the rear of the INU chassis, two MIL-C-83732
N connectors are provided in accordance with SNU 84-1. These
: connectors mate with the aircraft avionics harness connectors,
. which are mounted on the rear vertical surface of the INU mount
§ for the system input/output interface. Two support pin recep-
:g tacles are located at either side, on the lower rear of the INU
[~ chassis. These mate with the rear alignment pins on the INU
) mount.
9 Cooling air enters a plenum area in the mount and passes into
o the INU through two ports on the unit's bottom surface. The
o cooling air is passed through two sealed heat exchangers in the
fi side walls of the chassis, and exits at the rear of the chassis
} on either side.
¥

As shown in Figure 4, the HGl069D INU consists of the following
major subassemblies:

L'

0 Inertial sensor assembly

= o Ten multilayer plug=-in circuit card assemblies (CCAs)
S 0 Low voltage power supply (LVPS)

J © The chassis

N 0 Master interconnect board (MIB) and cabling subassembly

" o Top cover

R4 o Bottom cover.
)
ﬁc The ISA is located in the forward compartment of the INU chassis
N with access provided by removing the top cover. Alignment pins
> ensure accurate and repeatable positioning within the chassis.
3 This feature permits removal and replacement of the ISA without
$= recalibration, because all alignment critical factors are pre-
jZ calibrated to the alignment pins, with the associated parameters

stored in the ISA EEPROM.

" The electronic circuit card bay is located in the rear compart-
'“; ment of the chassis, accessed by removing the top cover. Eight
e CCAs are lccated in this section, and plug into the MIB. Two

S additional CCAs are located in the bottom compartment of the

e chassis, with access provided by removing the bottom cover.
:; Trhe LVPS module and power input section is located at the rear
14 SOID
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Figure 4. Honeywell F3/H-423 INU -- Exploded View
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of the chassis. The LVPS is a plug-in module that engages the
MIB. Access is provided by removing the top cover. Additional
structural support is provided by four side-mounted bolts. The
LVPS module provides EMI shielding from the CCA card bay. The
power input section isolates the LVPS and CCAs from the aircraft
input power sources with transformers and filters.

Figure 5 is a general diagram showing primary H-423 interfaces.

The primary interface for the HGl069D INU with other avionics
systems is over one of the two MIL-STD-1553B dual-multiplexed
data bus networks. A CDU in the avionics is the entry point for
such data as mode selection and initial position. The CDU also
displays navigation, steering; and performance parameters from
the INU. The 1553 bus interfaces are normally controlled by an
aircraft central computer (or master bus controller). The INU
acts as a remote terminal (RT) on both the primary and backup
buses. If required by aircraft configuration or master bus
controller failure, the INU will perform the task of backup bus
controller for direct data transfer between the INU and other
avicnics subsystems on Network 1. Network 2 1553B MUX bus
channels operate only in the RT mode.

The H=-423 INU provides analog and discrete interface signals for
aircraft cockpit instrumentation and displays. Buffered synchro
outputs of roll, pitch, and heading, as well as validity sig-
nals, are provided for attitude display indicators and autopilot
usage. Analog outputs of computed course deviation, relative
bearing, magrnetic heading, and range to destination are output
to the aircraft horizontal situation indicators.

8. H=770 (FNU 85-1 COMPLIANT) INU TECHNICAL DESCRIPTION

{loneywell's H=770 RLG INU was designed for compliance to the
MCAIR PS68-870204 and USAF FNU 85-1 Specifications. These
documents specify complete INU interchangeability for five
different models (A through E) of the F-15 aircraft.

The H=770 is a self-contained INU equipped with a 28 Vdc battery
for protection against aircraft ac power outages. Mechanically,
it interfaces directly with the INU mount, where it is attached
with two mec ating bolts, receiving cooling air from a plenum
assembly that 1is part of the mount. The H-770 (also known as
the AN/ASN-147) conforms to the same general form factor as the
predecessor ASN-109, and has been shown to be compatible with
all existing F-15 A through D models using existing mounts and
cabling. All electrical connectors are mounted on the front
panel of the INU. All F-15 INUs use 3-phase, 115 Vac input
power, which is conditioned by the INUs LVPS. 1In addition, the
INU front panel incorporates an elapsed-time indicator and
mechanically resettable fault indicators =-- one each for the INU

and battery.
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Figure 5. Primary F3/H-423 Interfaces

The exploded view in Figure 6 shows the cast aluminum chassis,
and the relative locations of the plug-in subassemblies, the
battery assembly, and connectors. The H=-770 chassis layout
differs from that of the H-423 INU in response to FNU 85-1
requirements for mount, cooling air, and connector interfaces.
Chassis SRU location differences necessitated a two-section MIB
to which the CCAs, LVPS, and ISA connect via plug-in interfaces.
The external connectors used on the H-770 are of a different
configuration than those used on the SNU 84-1 (H-423) systenm,
and are located on the front panel, as specified in FNU 85-1.

As shown in Figure 6, the chassis contains the following plug-in
SRUs:

o Inertial sensor assembly

o Nine circuit card assemblies

o Three low voltage power supply assemblies
o Battery pack assembly.

Commonality of SRUs used in the H-770 INU with those in the
H-423 INU includes:

o (Al) gyro electronics

)
o (A2) accelerometer electronics
o (A3) navigation processor
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FPigure 6. PF-15/H~770 INU -- Exploded View

o (Ad) A/D PAM
o (AS5) inertial processor
o (Al4) ISA.

Replacing the two 1553B MUX CCAs used for the SNU 84-1 (H-423)
are four bus interface CCAs: -

o (A6) NCI Bus Assembly

o (A7) Radar Bus Assembly
o (A%) 1553B MUX Assembly
¢ (Al0) HO009 Bus Assenmbly.

The unique F-15 analog/discrete interface specified in FNU 85-1
has been configuared through modification of the H-423 system/-
analog interface card No. 1. The F-15 version is designated as
(A8) F=-15 interface.

The H-770 LVPS is a repartitioning of the H-423 LVPS and trans-
former rectifier, with an enhanced battery charger circuit.
Three plug-in SRUs are used for the LVPS in the H-770:

(All) transformer rectifier
(Al2) power conditioner
(Al3) power converter.

00O
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Ssome of the LVPS subassemblies are common to the H-423 and the
F-ls.

When installed on F-15 A through D mcdels, the H-770 INU oper-
ates with three data buses and a variety of discretes used for
communication and aircraft subsystem control. These interfaces
are shown in Figure 7, as are those for F-15E installation. The
A through D model interfaces are:

o Central Computer (CC) communication -~ accomplished over the
HO09 bus, a predecessor to MIL-STD-1553B. This 1.0 MHz serial
data bus is implemented using dual redundant buses that in-
clude differential, transformer-coupled clock and data lines.
Data is transmitted and received synchronously, based on the
transmitted 1.0 MHz clock, and is refreshed at rates of up to
200 Hz, depending on requirements.

o A second, transmit-only-upon command H009-type bus provided
for direct interface with the Hughes APG 63 radar set. The
radar bus differs slightly from HO009 operation by using a
"data initiate" discrete to signal beginning and end of data
transmit periods. This bus is refreshed at a 200 Hz rate to
allow sufficient bandwidth for radar motion compensation.

o A third interface, for the navigation control indicator (NCI)
-= a back-up bus that allows INU/NCI communication when the CC
is not functioning. For normal operation, the C€C and NCI
communicate on the H009 bus, and the INU is only a listener.
During CC NO-GO modes, the INU can become the NCI bus control-
ler and the key pilot interface for INU moding, data entry,
and control. This interface can also provide a number of
miscellaneous parameters that c¢an be inspected by the pilot
and/or maintenance personnel for assessment of INU performance
or checkout of indicated failures. The NCI back-up bus is
updated at a 5.0 Hz rate by INU software.

o Analog (synchro and discrete) interfaces for A-D models,
including: redundant roll and pitch synchro channels for use
by alrcraft indicators; a set of low-power attitude synchro
outputs for use by the flight control system; a number of
validity discretes for disabling use of INU data during
periods when data is not available or when an INU failure has
occurred; and several other control discretes that indicate
NCI status (GO vs. NO-GO), nose gear status (up vs. down), and
fault indicator output discretes for visual indication on
master caution/warning panels and avionics status panels.

The H-770 INU has a slightly different set of interfaces when
installed in an F-15E aircraft. Due in large part to the
implementation of the MIL-STD-1553B bus (with the INU operating
as an RT only), INU/avionics interfaces on the F=15E Dual Role
Fighter are streamliined significantly. In this application of
the H-770, the H009 and NCI buses are not connected, and remain
dormant. All CC communication is done via the 1553B bus, and
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Figure 7. F-15/H-770 INU Interfaces

all pilot interface is accomplished using multi-purpose digital
displays (MPDP) which interface with the CC. 1In the event of CC
failure, the MPDP acts as bus controller. (The 1553B front-
panel interface connector is capped when the INU is installed on
A through D model aircraft.)

Interface to “he new Hughes APG 70 radar set in the F-15E is
accomplished via the previously described INU transmit-only
radar bus. It differs from A through D model operation, how-
ever, in that the radar controls the "data initiate" signal to
allow transmission of 26 data words, as opposed to only six data
words for the APG 63. Radar data is processed by the CC before
being transmitted to the INU via the 1553B multiplexed data bus
at a 200 Hz rate.

In addition to the synchro and discrete interfaces discussed for
A through D operation, three digital/analog output channels are
provided for input to the newly designed automatic flight con-
trcl system (AFCS) to be installed on E-model aircraft. These
outputs =-- roll, pitch, and vertical velocity -- will be used as
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redundant backup inputs for AFCS operating modes, including
terrain following.

9. F3/H-423 AND F-15/H-770 INU PRODUCTION STATUS

The F3/H-423 INU completed CIGTF Type I certification testing
at Holloman Air Force Base in June, 1985, and entered full scale
production with an initial contract award in August, 1985.
First interim production INU delivery was accomplished in
August, 1986, and the first SNU 84-1 fully compliant production
unit in 1987. More than 20 production-model H-423 INUs had been
delivered as of June, 1987, against a total of over 200 that are
on contract. By the end of 1987, the Honeywell production line
will be delivering 25 units per month (H-423, H-770, and MAPS
conZigurations).

As mentioned earlier, the F-15/H=-770 INU began full scale engi-
neering development in 1984. Technically, the first production
award gecision was made in August, 1985, along with the one for
the F-°/H=-423. However, specific production lot procurements
did not begin until December, 1986, when MCAIR ordered the
initial quantity of 50 units for F-15E. Several months later -~
in February, 1987 =-- the USAF exercised its first H-770 pro-
duction lot buy with an order for 120 INUs to be installed in
F-15 A through D model aircraft.

Additional production lot buys for F> and F-15 INUs are
expected from the U.S. Air Force. groduction options exist over
a five year period for over 4000 F° INUs and 920 F-15 INUs, to
be purchased competitively from the two suppliers =-- Honeywell
Inc., and Litton Systems, Inc.

10. INU PERFORMANCE TEST RESULTS

F3/H-423 INU. The basic F3/H-423 INU has been tested
extensively over the past four years in a wide variety of
high-performance and transport/cargo-type aircraft. The most
extensive test series was conducted at CIGTF in its Type 1
Certification testing, which completed in June, 1985. Test
results were reported, in a preliminary form, by Honeywell at
the Twelfth Guidance Test Symposium, October, 1985, in a paper
entitled "Certification Testing of the Honeywell H=423 as a
Medium Accuracy F3 RLG INS," by David Anderson, Program
Manager at Honeywell. The official Air Force test results were
lgter documented in CIGTF Report AD-TR-85-80, "Honeywell H=-423
F° Verification Testing," dated November, 1985.

The Air Force test results showed the H-423 to be performing
better than specification, with an overall position error rate
of 0.45 nmi/hr, CEP, vs. the specified 0.8 nmi/hr, CEP. Summary
results for the C-130/C-141 transport (high and low level), UH-1l
helicopter, and F-4D fighter aircraft are shown in Table 3.

In current production testing, H-423 INUs are required to
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complete 10 production verification test (PVT) cycles prior to
ATP. This is one of the keys to reliable field operation after
delivery. The PVT cycle is a vibration and thermal stress
screen to weed-out near-term failures, thus improving subsequent
reliability. PVT thermal testing requires that the INU bhe
stabilized at =40°C in an off mode. When the INU is then
commanded into the align mode, the thermal environment is ramped
up to +71°C. After the align is complete, the INU remains in
the navigation mode while the INU stabilizes to +71°c. The
INU is then power cycled and the process is repeated with a
negative thermal ramp. Ten of these PVT cycles are required on
each production INU, with a composite navigation performance of
CEP @ 1 hour < 1.0 nmi/hr. Results of this testing, plus ATP
results, are summarized in Table 4.

The H423 INU is currently being used in three flight test
programs at the 4950th Test Wing at Wright-Patterson Air Force
Base. At the time of this printing, flight test data was
available from only one of these programs. Table 5 summarizes
the results of the first flight tests of a SNU 84-1 production
INU. Because the flight test was not over an instrumented
range, only terminal position data is available. The composite
terminal CEP was 0.38 nmi/hr for 11 flights with a mean flight
duration of 3.5 hr.

Flight testing is anticipated to begin on the (C-130-SCNS, F-4
NWDS, HH-53J, and OV~-lE applications by the end of 1987.

F-15/H-770 INU. In-house performance data for the H-770
system is listed in Table 6, which provides data gathered by
Honeywell during verification and acceptance testing of
full-scale development INUs. INU performance over all specified
environments is excellent.

Figures 8 and 9 provide summaries of flight test performance
gathered by MCAIR during its development test program. As can
be seen from the test data, the H-770 INU is performing superbly
in several different aircraft, using all hardware interfaces,
and under widely differing conditions.

Table 7 provides Honeywell's estimates of INU performance during
flight testing in an F-15B, and laboratory testing (+25°Cc) at
CIGTF. This data was gathered as part of the TYPE I verifi-
cation required by the USAF for newly developed INUs. Once
again, Honeywell's F-15 INU is delivering half-spec performance
in a stringent test series.

Performance Footnote -- As this paper was being completed,
some excellent, and very significant, new data was obtained on
the F-15/H=-770. This involves the accuracy, noise, and jitter
characteristics, which are very important to stabilization and
motion compensation of radars and electro-optical sensors, as
well as inputs to flight control systems. These results will
be the subject of another paper in the near future.
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REFERENCE POSITION VECTOR

One of the functions of the high speed test track is to evaluate
inertial guidance system (inertial test article) accuracy by comparing the
location of the test article as determined by the test article itself with
the true position of the test article as determined by an independent
reference. With the advent of more accurate quidance systems, the
independent reference must also be improved. The reference is created by
surveying the track, collecting data during the test and then performing
calculations to provide a usable position reference. The computations
should use as few assumptions and approximations as possible. The method
currently being used to calculate the independent reference is outlined
here,

In the past, the track was surveyed independently of the surrounding
area. Because the track was modeled to be on its own imaginary sphere
which did not coincide with the ellipsoid or the geoid, some survey
measurements could not be taken into account correctly. The method
described here uses fewer approximations than the previously used method
described by R. E. Holdeman in "The Use of the Holloman Track Reference
System in the Quantitative Testing of Inertial Guidance Systems," and the
Appendix to Section VI by Pat Schwind.

1.0 INTRODUCTION

The independent reference mentioned above is called a reference
position vector. The creation of the reference position vector may be
broken into major sections: space-time data collection; surveying; survey
transformation; linear variable displacement transducer (LVDT) data
coliection; LVDT transformation; data correlation; and gravity and coriolis
compensation,

2.0 SPACE-TIME DATA COLLECTION

The Holloman Test Track is a 50,788 foot long set of 2 rails,
nominally 7 feet apart, mounted on a cement girder. The guidance system is
carried down the track in a test vehicle (sled), In order to create the
reference position vector, position vs, time of the sled must be
determined.

Interrupter blades mark locations along the track which are associated
with the time the sled passed them by means of a space-time head attached
to the sled. Interrupters are steel blades 2 inches wide attached to the
girder on the east side of the east rail for the first 35,200 feet of track
and nn the west side of the west rail from 35,000 feet to the end of the
track at nominal intervals of 3.25 feet for the first 461 feet and 4.33
feet thereafter. The interrupter locations are called interrupter stations
or track stations. A specific interrupter station is referenced by its
nominal downtrack distance from the south reference point, Station 00
(STADO). For example, the first interrupter is station 1.66 and is 1.66
feet downtrack from STAQO,
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The space-time head transmits a light beam across a small gap. As the
test vehicle moves down the track, the interrupters break the light beam
which causes a voltage variation that is recorded on magnetic tape. (See
Figure 1.) Analysis of the tape yields the time the space-time head passed
each interrupter and the nominal distance downtrack of the interrupter,
i.e., the interrupter station number. (See reference 2 for more details on
the space-time data collection system and the physical track layout.)

The test article output and the reference must be compared to find
system performance. The article being tested senses motion, relative to a
start point, in three directions. Generally, the data output from the test
article is velocity vs. time in three directions, which can be integrated
to distance vs. time. The space-time data consists of station numbers vs.
time (one dimension) and is not accurate enough to compare directly with
test article data. The location of the track at interrupter stations with
respect to a reference point must be accurately known in three dimensions
to create a suitable reference.

3.0 SURVEY

Surveying is done to determine the location of the west rail at
interrupter stations relative to STAOO in three dimensions. When comparing
the test article output to the reference, both the system output and the
reference must be in the same coordinate frame. The coordinate frame most
commonly used is the launch centered, earth fixed frame (LCEF). This frame
has the launch point as the origin, the astronomic vertical as one axis,
and the astronomic tangent plane (plane perpendicular to the astronomic
vertical at the earth's surface) containing the other two axes. There is
more information about the LCEF coordinate frame in later sections.

3.1 Survey References.

A system of reference points is used in surveying the track location
rather than surveying at each interrupter because 1) the interrupters can
be knocked out by sleds and the heavy equipment that is used near the
rails, 2) time and money prohibit surveying the over 8000 interrupters
along the full track length, and 3) the reference points are physically
easier to survey due to their shape and location. The surveying refe-~ence
points are more widely spaced than interrupters,

The surveying reference points are interrupter control stations
(IC's), benchmarks, the west rail, and interrupters. The IC's are
benchmarks which are superior first order survey points located about 2600
feet apart, approximately 9 inches west of the west track rail centerline.
Benchmarks (in addition to the IC benchmarks) are about 100 feet apart
nominally on a line between the IC's, The west rail centerline is defined
to be the reference track position. (See Figure 2.) Other sets of
reference points, including the 100 foot offset line and the 1000 foot pier
line, are used by the surveyors. Measurements to and from these references
are not directly used in the position vector processing.

The only set of measurements made at interrupter stations is the
distance between interrupter blades. A1}l other measurements, such as
elevatjon and gravity, are made at the benchmarks and IC's. A1l downtrac'
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measurements use STAOO as their south reference point.
3.2 Geodesy.

Because the track is on the surface of the eartk, the earth's geometry
and geodesy must be understood to correctly use survey measurements for
determining the location of the track in LCEF. Before describing the
survey measurements and their use in creating the track reference position
vector, some general terms need defining. These are the same definitions
used by Holdeman, except where noted.

GEOID: A non-analytical surface which is equipotential with
respect to the acceleration of gravity. It is referenced to
the mean sea level, and it is everywhere normal to the
gravity vector. All astronomic survey quantities are
referenced to the geoid. See Figure 3.

ELLIPSOID MODEL: A model of the earth which is an
approximation to the geoid (See Figure 3.). The 1866 Clarke
E1lipsoid is the model used by the Defense Mapping Agency
(DMA) 1in its calculations and reports. Therefore, the
Clarke model is used in this report.

ACCELERATION OF GRAVITY: The acceleration of gravity vector
is defined as the vector sum of the gravitational
acceleration (i.e., mass attraction acceleration) and the
centripetal acceleration due to the rotation rate of the
earth.

ASTRONOMIC VERTICAL: The normal to the geoid at the point
in question. It is directed along the local gravity vector
or the plumb bob vertical. (See Figure 3.)

GEQODETIC VERTICAL: The normal to the ellipsoid model at the
point in question, (See Figure 3.)

ASTRONOMIC TANGENT PLANE: That >lane normal to the
astronomic vertical at the point in question,

GEODETIC TANGENT PLANE: That plane normal to the geodetic
vertical at the point in question.

MERIDIAN PLANE: That plane which contains the rotation axis
of the earth and the point in question., (See Figure 4.)

. PRIME VERTICAL PLANE: That great circle plane which
contains the point in question and is normal to the meridian
plane. (See Figure 4.)

GEODETIC LATITUDE: The angle the geodetic vertical makes
with the equatorial plane measured in the meridian plane.
(See Fiqure 4.)

GEODETIC LONGITUDE: The angle between the geodetic vertical
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TABLE 1

SURVEY MEASUREMEINTS

AEASURE- | DESCRIPTION 1 ACCURACY i FREQUENCY |
MENT i : i i
, i i i

DzLTAS distance between south H 0.0001 ft v 3/yr. H
' edges of consecutive v oper 4,3 ft ¢ every inter-;

; interrupters : i rupter \

1 ] ] [}

BMDIST | distiance downtrack of i +/= 0,02 fL | 1
! benchmarks ] i i

i ' i )

BrGRAV | magnitude of gravity ' +/- 0.1 i 1/2yrs. '
1 measured along the H mgals* i every 10th |

i astronomic vertical 1 i BH '

1 ] ) 1

3MELEV | elevation above wmean sea | +/-= 1/32 in  1/yr. 1
! level, measured along ' 1 every B4 |

, the astronomic vertical 1 ‘ }

] ) ] '

1CSTA distunce downtrack ' +/- 0.5mn VW yr. )
| of IC | . every IC |

i i 1 ]

ICAZBM | distance from BM to 1 +/= 0.5mm v Yyr. '
H azimuth line between H \ every srd BM|

' consecutive IC's i i i

[} ) 1 1

BMTK H distance from BM to H 1/32 in tW/yr H
i west rail : i every BM '

1 . t 1 ]

LCTK : distance from IC to ' 1/32 in Vo 1yr '
, west roil i : every I1C |

) 1 [} 1

PV 1 prime vertical component | +/=- 0,25 { 1/2yrs. ]
' of deflection of the H arcsec ‘ every IC |

' verticuyl J 1 i

1 ) ] ]

MC i meridian component of ] +/= 0.1 i 1/2yrs. :
: da2flection of the 1 arcsec ] every IC |

' vertical ‘ ' i

: d v 1/yr. i

LAT : geodetic latitude H 1 ppm i every IC ;
' i i i

i i ' 1/yr. i

LotG ' geodetic longitude \ 1 ppm : every IC |
B i ) ' :
i ] H 1

GE2il ' neight of the geoid 1 +/= 0.,01n i 1/2yrs. :
_ : above tne ellipsoid i i every IC |

»
ralative Lo tue Aabsolut: gravity station at AITL

8
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at Greenwich, England and the geodetic vertical at the point
in question measured in a plane parallel to the equatorial
plane. (See Figure 4.)

DEFLECTION OF THE VERTICAL: The difference between the
astronomic vertical and the geodetic vertical. It is
normally broken into two components: one in the meridian
plane and one in the prime vertical plane. A positive
deflection exists when the astronomic vertical is deflected
to the north or west of the geodetic vertical. (See Figure
3.)

ASTRONOMIC AZIMUTH OF A LINE SEGMENT: The angle between the
line segment and the meridian plane measured in the
astronomic tangent plane and nositive ¢lockwise from north,
(Holdeman measures from south)

GEODETIC AZIMUTH OF A LINE SEGMENT:  The angle between the
line segment and the meridian plane measured ir the geodetic
tangent plane and positive clockwise from nort%. (Holdeman
measures from south)

Table 1 contains definitions and information about all the survey
measurements needed for the proposed survey transformation, The first
column contains abbreviations which are the variable names used in the
calculations of the following sections, Generally, the measurements needed
are elevation, gravity, deflection of the vertical, latitude, longitude,
crosstrack offset distance (i.e., distance between the IC line and the west
rail), and downtrack distances of IC's, benchmarks and interrupters. The
use of these measurements is described in following sections.

4.0 SURVEY TRANSFORMATION

The survey data must be combined in a manner that results in finding
the position of the track relative to the launch point astronomic tangent
plane (LCEF). In this reference system, the launch point is the origin,
The X i “is is along the average astronomic track azimuth, the Y axis is
perpendicular to the azimuth, and both are in the astronomic tangent plane.
The astronomic vertical is the third axis, Z. See Figure 5. Several steps
are involved in transforming the data to this reference system: 1)
interpolating all survey data to interrupter positions, 2) transforming the
distance measurements to LCEF, and 3) transforming the gravity data to
LCEF. The interpolation is described first. In the equations in this
paper any variable ending with a 0 refers to the launch point, and any
variable ending in [ is measured at an interrupter,

4.1 Interpolation.

The first step in the survey transformation s interpolating, using a
straight line interpolation scheme, the survey data to each interrupter.
Gravity (GRAVI) and elevation (ELEVI) ar2 found using eguation 1. Gravity
is used as an example,
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GRAVI = BMGRAV(BM)+(BMGRAV (BM+1)-BMGRAV (BM))* (DIST-BMDIST (BM (1)
BMDIST (BM+1)-BMDIST(BM) )

where GRAV] is the gravity at the interrupter,
BM is the number of the benchmark immediately  receding the
interrupter in question,
BMGRAY is the gravity at the benchmark,
DIST is the actual distance decwntrack or the interrupter,

the sum of the DELTAS measurements,
DELTAS is the distance between interrupters, and
BMDIST is the actual distance downtrack of tre henchmark.

(Refer to Table 1 for more detail on the variables in all equations.)
Likewise, deflection of the vertical in the prime vertical and meridian
planes (PV, and MC respectively), latitude (LAT), longitude (LONG), and
geoid height above the ellipsoid (GEQOH) are interpolated between the
nearest IC's according to equation 2. PV is used as an example.

PVI = PV(IC)+(PV(IC+1)-PV(IC))*(DIST-ICDIST(IC (2)
(ICIS'I'SWTC?U-IéDI%%UC))

where IC is the number of the interrupter control station immediately
preceding the interrupter in question, and
ICOIST is the actual distance downtrack of the [C,

Crosstrack offset is the distance from the IC's to the center of the
track's west rail (ICOFFSET), measured perpendicular to the geodetic
azimuth. Because the IC's are so far apart, intermediate measurements are
made at every third benchmark, The offset at a benchmark (BMOFFSET) is the
distance between the west rail centerline and the straight line connecting
the two IC's which surround the benchmark. (See Figure 6)

1) BMOFFSET
ICOFFSET

ICAZBM + BMTK (3)
ICTK

where ICAIBM is the distance from the benchmark to the
1ine connecting the two nearest IC's
BMTK is the distance from the west rail centerline to the benchmark. ;i

The offset at an interruoter (OFFSI) is calculated by interpolating between
the nearest benchmarks and/or IC for which BMOFFSET or ICOFFSET are
available. The equations used for interpolation are similar to Equations
(1) and (2) above.

Now that the data is interpolated, the transformation to the launch
point astronomic tangent plane can begin.

4,2 Geodetic/Astroromic Transformation,

The transformation between geodetic and astronomic north-west-vertical
(NWV) coordinate frames at any point is defined by the two deflection of
the vertical angles, PV and MC, Because both of these angles are defined
in the geodetic coordinate frame, they cannot be used in consecutive

11 SO2A
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transformations, but rather, must be used in a sing]e transformation. The
method used for performing this transformation is quaternions, Quatern1ons
are a four parameter set of numbers that describe any right handed
coordinate transformation using one number (d) to indicate the magnitude of
rotation and three numbers (a, b, and ¢, which are coefficients of unit
vectors i, j, and k, respectively) to form a unit vector about which the
rotation is performed. One major advantage of quaternions is they have no
singularities. The direction cosine matrix taken from the quaternion is
used in calculations to transform from the geodetic to the astronomic

s coordinate frames and vice versa.

The direction cosine matrix computed from the four elements of the
quaternion is:

2..2..2_,2

a“+b"-¢"-d 2(bc+ad) 2(bd-ac)
2(bc-ad) a2 b2+c2 2 2(ab+cd)
2{ac+bd) 2(cd-ab) az-bz-c2+’d2

Where,
a=PV/ #sin(¢/2),
b=MC/ @ sin(#/2),
c=TKAZ/¢@ sin(g/2), and
d= cos(d/Z)
where # = Vpv2mc2aTkAz2,
TKAZ is expla1ned in the next paragraph.

The direction cosine matrix taken from the quaternion with PV
(rotation about north), MC (rotation about west), and no rotation about
vertical (i.e., TKAZ=0 in the previous equations) as inputs gives the
transformation from geodetic NWV to astronomic NWV, hereafter called Matrix
A. The inverse of Matrix A, Matrix Al, transforms astronomic to geodetic.
Because Matrix A is orthogonal, its inverse is equal to its transpose.

The geodetic azimuth of the track is measured in the same frame as PV and
MC. See Figure 7. Therefore, using PV, MC, and geodetic track azimuth,
TKAZ, as inputc to the quaternion, the direction cosine matrix, hereafter
called Matrix B, transforms from the geodetic north-west-vertical frame to
the astronomic X-Y-Z frame (LCEF) where Z is aloung the astronomic vertical,
X is along the average astronomic track azimuth, and Y is perpendicular to
X in the astronomic tangent plane. Working in the geodetic frame is
desirable because the geodetic frame is defined at each point relative to a
regular geometric shape, the ellipsoid. (See Figure 4.,) The relationship
between two geodetic frames is determined by the latitudes and longitudes
of the two points.

In summary, Matrix A is the transformation from geodetic NWV to
astronomic vertical, Matrix Al is the transformation from astronomic NWV to
geoditic NWV, and Matrix B is the transformation from geodetic NWV to LCEF.

4,3 Transformation of Distances.

There are three parts to determining the west rail location at the
interrupters in LCEF coordinates. The first is determining the location of
the benchmarks and IC's in the earth centered frame, The second is finding
the location of the west rail with respect to the benchmarks and IC's in
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the earth centered frame, and the third is combining the two in order to
get the location of the west rail (at interrupter distances downtrack) and
transforming to LCEF.

4.3.1 Finding the Location of Benchmarks and IC's,

The location of a point on the surface of the earth can be defined with
two cartesian coordinates (relative to the earth's center) and the geodetic
longitude. In the subsequent equations the subscript e designates a
variable referenced to the earth's center, and the subscript eilL, earth
center referenced at the interrupter longitude., For example, Ne is
directed from the earth's center through the north pole (along the polar

axis), and V is perpendicular to Ne (parallel to the equatorial plane)

eil
at the longitude of the interrupter in question. See Fig. 8. At any given
longitude the cartesian coordinates of a point on the earth's surface can

be found using the formulas:

NI, = A, (L-E2) +H\ sin(LATI) (4)
28 2 172
(1-E%(sin2(LATI)))

Vvl ., = A +H ] cos(LATI) (5)
eil e 1/2

(1-E2(sin2 (LATI)))

whare Ae and E are the semi-major axis length and eccentricity,
respectively, of the Clarke Ellipsoid model. LATI is the geodetic
latitude of the point in question, Nle is the distance along the polar

axis from the equator to the interrupter and V1 is the distance measured

eil
parallel to the equator and radially from the polar axis to the
‘nterrupter., See Fig. 9. H is the height above the ellipsoid of a point

on the earth's surface, measured perpendicularly to the ellipsoid.

The elevation measurement, ELEVI, is the west rail height above the
geoid (mean sea level), measured perpendicularly to the geoid. The
difference between the geoid and the ellipsiod heights at the interrupter,
GEOHI, is also measured along the astronomic vertical and must be added to
the elevation measurement to obtain the height of the interrupter above the
ellipsoid, ELEVT (equation 6). See Fig. 10. The height above the
ellipsoid must be transformed into geodetic NWV coordinates (perpendicular
to the ellipsoid) using Matrix Al (equation 7). H is the resulting
vertical component, ELEVG3,




S02A

W3LSAS 31VNIGHOOO G3H3LINID HiHVI "8 J4NOId

IVRINS NO MILINNYIINI-I

(@0SdImM3 3A08v)
30V34NS NO INIOd HONNVI-dN

16




AIOSdITI3 - SININOdWOD d3d3LN3D HIHVI "6 JHNOI

o 11V ZUIS 53-1) |
(11v7)sod | H + 3 = 1A
. v i
2n (VT ZUIS 53-1)] .
JUIS =
(1Lt ﬁI + (29-1°V | IN
GioSdim3
FIV4HNS NO LNIOd - !
GIOSdIM3 NO INIOd - d
A
INVd -
VHOIVNIO3 ¢
............ IN
_ A B N
TvOLLH3A 21130039

17




‘SINIW3IHASYIN AJAHNS NOILYATTI “OF 34N

Q1039 NOILYOOT HILdNHYIINI - |

aiosdim3 IHO39

32v4HNS

18




—

D e e e g e S A A T g L 1 R - S A B s o - < i
A T T S T T e e e e e e e e e i

ELEVT = ELEVI+GEOHI (6)

ELEVG] 0
ELEVG2] = . [MATRIX AI} |0 (7)
ELEVG3 : ELEVT

The north and west components of elevation must be taken into account also.
The geodetic north component, ELEVGl, is rotated by latitude, LATI, to
compute Ne and veiL components (equations 8 and 9). The west component,
ELEVG2, is in the W direction, i.e, geodetic west at the longitude of

eil
the point in question.
NZe = ELEVGl * cos(LATI) (8)
T - * i
V2eiL ELEVG1 * sin(LATI) (9)
wzeiL = ELEVG2 (10)

The location of the benchmarks and IC's in an earth centered reference

frame are the sum of N,, V_,, , and WojL components from equations 4, 5, 8,
9, and 10.
N3e eLev = Nl * NZ, (Eq(4)+Eq(8)) (11)
Wi, ELev = WZeiL (Eq(10)) (12)
V3gir,etev = Vel * Vi (Eq(5)+Eq(9)) » (13)

4,3,z Finding the relationship of BM's and IC's to West Rail.

The offset measurements, OFFSI, relate the benchmarks and IC's to
the west rail, and are made perpendicular to the track azimuth. In order
to transform OFFSI into the earth centered reference frame, OFFS! must be
rotated by the geodetic track azimuth to calculate its geodetic NWV
components at the appropriate interrupter, and then rotated by the latitude
to get into the earth centered frame (equations 14, 15, and 16). (See
Figure 11.)

Ng, = -0FFSI * sin(TKAZ) * cos(LATI) (14)
W4 = OFFSI *cos(TKAZ) (15)
VA, = OFFST * sin(TKAZ)* sin(LATI) (16)

4.3.3 Finding the location of the West Rail.

The components of OFFSI, N4e, W4eiL’ vaeiL’ equations 14, 15, and 16, are
added to the N3e' w3eiL’ and V3eiL components from the elevation
calculations, equations 11, 12, and 13, to result in the three components
of the true location of the west rail in the earth centered reference frame
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at the equator at the longitude of the interrupter (Nse'wseiL’vseiL)'

The rail location in the earth centered frame at the interrupter
longitude is then rotated to the launch point longitude using equation 17.

N6e 1 0 0 NSe
NGeOL = |0 cos( LONG) -sin( LONG) wseiL (17)
V6eoL 0 sin( LONG) cos( LONG) vseiL

where LONG is interrupter longitude minus the launch point longitude,
The location of the launch point is subtracted from the location of the
interrupter (both in the Ne’ weOL’ VeOL coordinate frame) to obtain the
distance components tetween the launch point and the interrupter, ANe,
AweOL' and oveOL‘

The distance between the launch point and the interrupter in the
N W ) frame is then transformed to the launch point astronomic

e’ e0L’ eOL
tangent plane frame using equation 18,

cos(LATO) 0 -sin(LATO)|[ &N,
= | Matrix 8 0 1 0 B, (18)
sin(LATO) 0 cos(LATO)||av,

N < >

oL

X, Y, and Z, are the components of the distance between the launch point
and the west rail at an interrupter. Repeating the process for every
interrupter determines the shape of the west rail in the astronomic tangent
plane of the launch point.

4.4 Gravity.

The gravity components at each interrupter in the launch point
astronomic tangent plane are calculated for use in the final position
vector calculations. These position vector calculations can be found in a
later section. Written as one equation, the transformation of gravity from
the astronomic vertical at the interrupter to the astronomic tangent plane
frame of the launch point (LCEF) is:

21
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GravX cos (LATO) 0 -sin(LATO)] [1 0 0

GravY| = |[MATRIX B | |0 1 0 0 cos( LONG) =-sin( LONG)
Gravl sin(LATO) O cos{LATO)| {0 sin( LONG) cos( LONG)
cos(LATI) O sin(LATI) 0
0 10 MATRIX AI}J | O (19)
-sin(LATI) O cos(LATI) Gravl

The first transformation is from astronomic vertical to geodetic NWV
coordinates at the interrupter by the inverse direction cosine matrix from
the quaternion. The next transformation is from geodetic at the
interrupter to the geodetic coordinates of the equator. Next, the geodetic
NWV at the equator is rotated through the change in longitude to the
longitude of the launch point. The next rotation is from the equator to
the latitude of the launch point and the final rotatior is from geodetic
north-west-vertical at the launch point to LCEF.

5.0 LVDT DATA COLLECTION

At this point in the calculations the reference consists of the
location of the west rail (at intervals coriesponding to interrupter
locations) relative to the launch point in the LCEF reference frame. As
mentioned above, the test article is carried downtrack in a sled whose
outer body rides on the track. The system under test rides on a pallet
that is separated from the sled's outer body by isolators. Therefore, the
system senses motion relative to the sled cuter Lody and hence to the west
rail, Typically, six linear variable displacement transducers (LVDTs) are
used to measure the pallet movement relative to the rigid sled body. These
six LVDTs are divided so that two LVDTs measure the displacement in each
direction, downtrack, crosstrack, and vertical. The LVDTs are placed so
that an average of the two measuring the same direction will approximate
the motion of the center of the pallet relative to the sled.

A seventh LVDT is used in tethered tests. Some tests require that the
sled be tethered at the launch point for several seconds after the engines
fire in order to obtain the desired acceleration profile. While the sled
is tethered and the engines are firing, the sled moves a small amount
downtrack due to slack in the tethering mechanism. The seventh LVDT,
called the trackside LVDT, measures the amount the sled moves downtrack
before the tether is released.

The downtrack (including the trackside LVDT if applicable),
crosstrack, and vertical LVDT measurements at the interrupters plus the
location of the west rail in LCEF gives the location of the paliet
containing the test article relative to the launch point. However, the
LVDT data can not be added directly to the west rail location (in LCEF)
because the LVDT's measure in local rail coordinates (i.e., fixed to the
sled) rather than LCEF., The LVDT data must be transformed to the LCEF
coordinate frame before it can be included in the reference.

6.0 LVOT TRANSFORMATION

The transformation of the averaged LVDT data taken in rail coordinates
to LCEF i3 almost identical to the transformation of gravity to LCEF. Some
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assumptions have to be made in order to begin the transformations.
Vertical is assumed to be along the local geodetic vertical, dowatrack is
assumed to be along the average track geodetic azimuth in the local
geodetic tangent plane, and crosstrack s assumed to be mutually
perpendicular to vertical and downtrack. Written as one equation, the
transformation of LVDT data to LCEF is:

LvdtX [cos(LATO) 0 -sin(LATO)} [1 0 0
LvdtY]| = | MATRIX B 0 1 0 0 cos( LONG) -sin( LONG)
Lvdtl [;in(LATO) 0 cos(LATO)] 10 sin( LONG) cos( LONG)

cos(LATI) 0 sin(LATI)] [cos(TKAZ)  -sin(TKAZ) 0] [LvOTOT
0 10 sin(TKAZ)  cos(TKAZ) ¢ |LvotcT| (20)
-sin(LATI) 0 cos(LATI) 0 0 1] fuvotv

where,
LVDTDT is the average of the two downtrack LVDTs, plus the trackside
LvoT, .
LVDTCT is the average of the two crosstrack LVDTs, -
LVDTV is the average of the two vertical LVDTs, and
LVDTX, LVDTY, and LVDTZ, are the X, Y, and Z LVDT values in LCEF.

The first transformation is a rotation from geodetic downtrack, crosstrack,
and vertical to geodetic NWV coordinates at the interrupter by the average
track azimuth, The next transformation is from geodetic NWV at the
interrupter to the geodetic NWV coordinates of the equator. The resulting
vector is then rotated from the geodetic NWV at the equator to the
lTongitude of the launch point by the difference in longitude. The next
rotations are from the equator to the latitude of the launch point, and,
finally, from geodetic NWV at the launch point to astronomic XYZ at the
launch point.

LVDT data is referenced to time (as measured by a LVDT clock) rather
than location along the track., In order to include the LVDT data in Lhe
reference position vector, the location along the track must be correlated
with the time the sled passed it.

7.0 TIME CORRELATION

The position vector, up to this pcint, consists of survey data
transformed to LCEF and referenced to interrupter station number,
space-time data, i.e., the time the sled passed each interrupter, and LVDT
data referenced to time. The data from the test article i3 also referenced
to time. Therefore, it is essential to reference the position vector to
time.

The <pace-time datz is the link between time and location. By simply
matching the station numbers from the two sets of data, space-time and
survey, the time correlated survey data is produced. The LVDT data is tnen
interpolated to the space-time time series, transformed to LCEF, and added
to X, Y, and Z from equation (18) to create the position vector which can
be compared to the navigated output from a system under test,

The space-time dat4, LVDT data, and the test article data are time
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tagged by separate clocks. Before these three sets of measurements can be
correctly combined, the three clocks must be aligned. The alignment
process may include applying a scale factor and/or bias to one or more of
the clocks.

8.0 GRAVITATIONAL AND CORIOLIS ACCELERATION COMPENSATION

The inertial test article senses the specific force due to gravity and
coriolis acceleration. Some test articles compensate for these
acceleration forces and output a navigated position, while others do not
and output a guided position. In order to compare the reference position
vector to the quided position of the test article, position changes sensed
by the inertial unit due to gravity and coriolis acceleration must be added
to the position vector created in the previous section. The calculation of
the position changes due to gravity and coriolis are described next.

8.1 Gravity.

In order to add gravitational acceleration to the position vector, the
three components of gravity in LCEF (see para. 4.4) are integrated twice
with respect to time to provide position components in X, Y, and Z.
Integration is done using trapezoidal integration,

8.2 Coriolis Acceleration,
The common form of the coriolis acceleration equation is:

coriolis accel, = zwe x V (21)
where,
W, = anqular rate of the earth, and
v

€. velocity of object moving on earth.

The earth rate used in equation (21) is the earth rate of the launch point
in LCEF coordinates. The earth rate of the launch point is calculated
using the following equation:

’ cos(LATO) 0 -sin(LATO) W

W = Matrix B 0 1 0 0
W sin(LATO) 0 cos(LATO) 0

x
Lo Do —

where,
W = 7.29211585 X 107°
wl, wz, W
W0, and
Matrix 8 is as defined in paragraph 4,2,

rad/s, (15 deg/hr)

3 are the components of earth rate at the launch point,

In order to find the position due to coriolis acceleration, equation (21)

is integrated twice with respect to time.
'3

coriolis position = 2W0 [ (distance travelled) dt
- ‘.-
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When the input distances travelled are in LCEF, the output coriolis
positions will also be in LCEF.

9.0 CONCLUSION

Because the track is no longer surveyed independently of the
conventional survey datums, the calculations done to create the reference
position vector have been improved to take advantage of the better survey.
There are fewer assumptions made in the survey transformation described
here than previously used. Therefore, this new method of obtaining a
reference position vector is currently being used for all guidance sled
test analysis.
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Abstract

This study investigates the technical and economic feasibility of using robots as low to medium
grade testbeds for inertial sensors in lieu of the current generation of unique, expensive, and relatively
inflexible gyro and accelerometer test facilites. '

A PUMA 560 robot arm is used as the experimental testbed. The design and demonstration of
three tests are described which illustrate the alignment, calibration, and resulting performance of the
robot as a test device. Actual high precision inertial accelerometers and gyros were used to establish a
performance baseline and to evaluate the robot’s test capabilities.

The robot was programmed to act as a precision test servomechanism which was calibrated and
aligned automatically using the high quality sensors. The robot was effective in providing quick-look
results of error coefficient parameters for bias, scale factor, and elastic (g-squared) effects, but as
expected could not provide inherently the precision required for very high quality sensor testing.

Testing was easily implementable and varied to suit individual applications, and this illustrated
the value and potential 1or devising new tests which cannot be performed on existing precision test
equipment. The problem of lack of precision was investigated using an advanced computer simula-
tion. This simulation shows that there are serious limitation due to unmodeled noise and flexure of the
robot arm, which is significant for the high precision required for inertial testing. The need for this
precision does not have to be supplied by the robot, however, if sufficiently precise calibration tools
(e.g. lasers) are used to establish reference position and attitudes. Economic analyses established
that, given precision measurement capability, using a robot armn as a test mechanism is viable, cost
effective, and a practical engineering test procedure.

I. Introduction

Specialized test facilities, such as the Central Inertial Guidance Test Facility (CIGTF) at Hollo-
man Air Force Base, New Mexico, are responsible for the testing of high quality inertial rate sensors
and accelerometers. Due to the large investment in resources, it is impostant that all sensors be free
from major defects when scheduled for precision testing. Initial sensor checkout tests, for example,
should not tie up unique and specialized test equipment which may cost millions of dollars (2).

Although these expensive devices for testing inertial sensors have been very effective, due to
their unique design they often lack the flexibility required to implement new test procedures. More-
over, there is little evidence of rapid innovation in designing and building new test fixtures with
enhanced capabilities. These problems of cost, inflexibility, and lack of new capabilities impose
significant constraints on component testing programs.

_ A potential approach to addressing these problems comes from the rapidly developing engineer-
ing science of robotics, where cost is decreasing due to the exponential rise in the number of units
being produced (increasing from 20,000 units in 1976 to 250,000 in 1984), and where the digital
capabilities being designed into robots have the potential to provide flexibility in systems tests and
data acquisition (16). Finally, robotics is a highly innovative area fueled by vast research funding. It

is probable that if the key difficulty of precision can be solved, the use of programmable robots for
inertial testing should become a reality.

This paper discusses the feasibility of robotics applications to inertial component testing by
addressing three major areas: technical feasibility, economic feasibility, and limitations.

Technical feasibility is discussed in Section II where the design and implementation of three
tests using a PUMA 560 robot arm (19;20) are accomplished. These are a vertical-seeking test for
robot arm alignment, an accelerometer four-point test for investigating robot precision, and a




gyroscope step-tumble test for demonstrating robot adaptability.

Also in Section II robot performance criteria for supfoning inertial sensor testing are
developed. Current industrial robots which meet the criteria are identified (18), and four are selected
for study and comparison with three non-robotic precision test units.

Section III contains an investigation of economic feasibility where simple life cycle costs for
robots are defined and compared with the non- robotic units of Section II (9:1).

Current robotics limitations are discussed in Section IV, and the attempt to solve the precision
problem using computer simulations is illustrated by a case study. The robot simulator used is the
Integrated Robotic System Simluation Program ROBSIM developed by Martin Marietta Denver for
NASA Langley (3).

Section V examines the potentials of robotics for precision sensing, cost reduction, and develop-
ment and application of new test technologies. Recommendations are made for further research and
development of robotics applications to inertial sensor testing.

II. Technical Feasibility

The robot in itself is not a precision test device relative to inertial sensor accuracies. These
accuracies were investigated in this study to determine the feasibility of using a robot as a testbed.
Three tests on a PUMA 560 robot arm were accomplished to illustrate this and to examine robot per-
formance criteria for sensor/system laboratory testing.

Robot Alignment

As with any other test stand, a robot must be calibrated and aligned. To demonstrate the align-
ment of the robot arm with local vertical, a vertical-seeking test was designed, using the output of a
Systron-Donner 4841F accelerometer and the PUMA 560's operating system to accomplish the cali-
bration. In an actual testing situation a high-precision accelerometer, a triad of accelerometers, a
laser, or some other means could be used either to verify the robot’s position or to position it (if its
own positioning system were limited). In this demonstration, however, a single accelerometer was
used to locate local vertical.

The direction of vertical could be determined by simply maximizing a single accelerometer
reading and using a numerical algorithm to zero in on vertical. However, most practical applications
are faced with limited numerical accuracy in reading an accelerometer. Because of the non-linear
nature of accelerometer reading accuracies, it is more accurate to find the horizontal plane.

Locating the horizontal plane defines a vector which lies in a plane 90 degrees from the gravity
vector. To locate the vertical, however, determination of a second horizontal vector perpendicular to
the first is required. The cross- product of two vectors in the horizontal plane yields the desired loca-
tion of vertical. (For an expanded discussion of the theory behind finding horizontal, the reader is
referred to Reference 10.)

The natural precision geometry of the PUMA 560 manipulator (see Figure 1) supplies the
proper configuration to determine vertical. Since horizontal is determined twice, it is desirable to
obtain two determinations of vertical about perpendicular axes of rotation and implement this for
joints with the largest degrees of rotational freedom. It is also desirable to minimize the actuator
command torque required to hold the arm in position as well as the horizontal extension of the arm,
as they may lead to errors in determining the orientation of the accelerometer in relation to the
PUMA 560 (11). These criteria lead to the natural choice of Joint § (wrist bend) in conjunction with
a 90 degree rotation in Joint 1 (waist); see Figure 1.

The first horizontal vector is determined with the PUMA 560 in the READY position, where the
axis of rotation of Joint 5 is parallel to the World y-axis (the World Coordinate System is the base
coordinate system indicated in Figure 1), It is assumed that the input axis of the accelerometer lies in
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Figure 1. PUMA 560 Robot Arm (Reference 19)

the World x-z plane. This assumption allows the determination of the direction of the input axis of
the accelerometer when it has been oriented in the direction of vertical by decomposition of the posi-
tion of the tool. Decomposition of a point yields the following information:

XYZOAT

where X, Y, aud Z definc the position of the tool in World coordinates and O, A, and T are angles
which define the orientation of the tool (Figure 2). The variable A defines the angles between the tool
z-axis and the x-y plane.

The tool z-axis is horizontal and lies along the unit vector
V), = cosA;i+0j+sinA; k (1
which is defined in the World Coordinate System,

The second horizontal vector is then determined by placing the rotational axis of Joint 5 parallel
with the World x-axis. The tool axis is positioned horizontally by rotation about the Joint 5 axis; it is
assumed that the accelerometer input axis lies in the World y-z plane. The tool z-axis then lies along
the unit vector:

V; = 0i+cosA; j+sinA; k (2)
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Figure 2. Definition of Euler Angles O, A,and T

which is defined in the World Coordinate System.

The cross product of the vectors V;xV; (a vector oriented along vertical) can be defined as the
determinant of the following matrix:

Vi=| o vy »- ' 3)
[ v, C

Substituting for Equations (1) and (2) yields:




i ] k
V3 = [cosA; 0 sinA, O]
0 cosA; sinA;

V3 = —cosA,*sinA; i — cosA;*sinA; j + cosAy*cosA k 5)

This vector contains the information needed to position the tool z-axis along the calculated direction
of vertical. An angle 8, is defined as the arctangent of the World x and y components of Equation
(5):

Gl = tan~

CcOSA*sinA,

COsA;*sinA;

An angle 0, is defined as the angle between the world 2 component of Equation (2.11) and the World
x-y plane:

0,

(M

_1| SQRT((cosA,*sinA;)>+HCOSA,*sinA,)’]
tan
cosAs*cOsA

Note that the sign of the numerator and denominator is important for uniquely defining an angle. The
arctangent function in the VAL Il programming language requires the input of the numerator and
denominator separately.

The angle 0, can be used to define the O angle in the world x-y plane while the 8, angle is used
to define the A angle. The PUMA 560 is then oriented in this direction.

These algnrithms are implemented on the PUMA 560 using the Unimate controller and VAL II
programming language. The simulation produces two points V; and V,. These two points are
defined in Table 1.

The cross product of these two vectors is defined as (see Equations (3) and (4)):
i j k
Vi = | cos{1.071) 0 sin(1.071) 8)
0 cos(.917) sin(.917)

V3 = -0.0187i-0.0160j +0.9997 k. )

The angles 0, and 6, are then calculated from Equations (6) and (7):

= -1 :O__O_l_62 = °
0, = tan l:-0.0187] 220.55 (10)

0, = tan"[ﬂ)z—“-J = 1.406°. (11)

0.9997




Table 1
Position and Orientation of Points V1 and V2

i R o

Point X+ Y Z O+ A T

V1 3600 149.09 863.81 90.006 1.071  0.000
V2 -149.09 36.03 86397 -180.000 0.917 -0.01:

* X, Y, and Z are in millimeters
**0, A, and T are in degrees

The PUMA 560 is oriented according to these two angles.

Since the Systron-Donner 4841F accelerometer was the most accurate instrument available for
the study, analysis was limited to that of a qualitative nature. First, visual inspection could ascertain
whether the tool was oriented in the direction of vertical. Visual inspeciion of the orientation of the
tool did indicate that the vertical-seeking algorithm found vertical.

Secondly, one would expect the z axis of the World Coordinate System to be roughly aligned
with vertical; therefore, the cross product of the two vectors situated in the horizontal plane is a vec-

tor that has its major component along the World z axis. Equation (9) clearly shows that this is the
case.

The theory and analysis presented here have presumed no robot joint positioning errors. There
are, however, small accumulated errors via quantization of robot movement and calculations by the
robot arm controller (19). No attempt was made to include these errors in the vertical-seeking algo-
rithm. The algorithm did, however, locate vertical more precisely than could be done by simply plac-
ing the arm in the "ready"” position, or by using a single accelerometer output determination.

Robot Precision

The degree of testing precision achievable with the PUMA 560 Robot Arm was investigated by
performing an accelerometer four-point test using the arm as a testbed and the Systron-Donner 4841F
as the test item. The accelerometer output was analyzed by calculating and determining the stability
of the accelerometer scale factor, 1-g bias, null bias, and misalignment angle.

The complete performance-model equation for an u.celerometer can be found in Reference
(10). The +1g (90°) and -1g (270°) positions of the accelerometer are used to determine the 1g bias
(M, and the two-point scale factor (M,,. The null positions (0°and180°) yield the accelerometer null
bias (Ng) and misalignment error (8¢) (21:A-3). These characteristics are calculated using the follow-
ing relationships:

M; = K;(1 + K3) = 1/2 [E(90° - E(270°)] (output units/g) (12)
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Mo, = Ko +Kz = [E(90°) + E(270°)]10°/2M, (ug) (13)
Ny = Ko + Kpp = [E(0°) + E(180°))105/2M, (pg) (14)
8o = 8 + Kppp = [E(0°) — E(180°)}(2.06 x 10°)/2M, (arcsec). (15)

Experiment Methodology. The Systron-Donner 4841F accelerometer is a conventional single-
axis, pendulous, fluid floated, torque rebalance accelerometer, with an analog output in volts direct
current (VDC) proportional to the applied acceleration. For the series of four-point tests, the
accelerometer was secured to an aluminum mount which was screwed on to the robot tool flange (see
Figure 1). The robot arm was aligned parallel to local gravity. The pendulous axis (PA) of the
accelerometer was aligned parallel to the Y-axis of the tool flange (see Figure 1) and its input axis
(IA) perpendicular to the Y-axis of the tool flange. The robot wrist joint was rotated 90 degrees, fol-
lowed by a 90 degrees rotation of Joint 5, in order to position the accelerometer IA up and parallel to
local vertical. The flange was then rotated in the following pattern (21:A-3):

a. Initial position at 90 degrees (1A up)

b. Rotate clockwise (CW) to 270 degrees (IA down)

c. Rotate counterclockwise (CCW) to 180 degrees (1A horizontal-null)
d. Rotate CW to 0 degrees (IA horizontal null)

¢. Return to 90 degrees.

The software was designed to rotate the accelerometer to the four positions and allow sufficient
time to read the accelerometer output voltage at those positions. This was accomplished by the VAL
I operating system DRIVE command to rotate the accelerometer to the four positions by rotating
Joint 6 (the flange) the appropriate number of degrees.

Results. The results of the four-point test are summarized in the following table. Although the
performance characteristic values are larger than those derived from four-point tests of similar instru-
ments (se¢ Table 2.3 from 21:27-28), the standard deviations and peak-to-peak spread are compar-
able. The laboratory environment for this research was much less controlled than that of a test facil-
ity such as CIGTF; noise sources from the laboratory and perhaps from the robot arm itself, and lack
of temperature control contributed to the magnitude of the coefficients. However, the stability of the
outputs is an indication of the positioning repeatability of the robot arm.

The goal of the four-point tests was to investigate the degree of testing precision achievable
with the PUMA 560 Robot Arm. The data showed that positioning precision can be achieved. This
demonstrates that the robot is certainly a viable testbed for performing initial performance checks on
a high-accuracy sensor, and perhaps the evaluation tests as well on lower-accuracy instruments. A
more controlled test environment and an evaluation of the noise characteristics of the robot arm are
necessary to completely determine its potential for evaluation tests of high-accuracy sensors.

Robot Adaptability

Robot adaptability was demonstrated by performing a gyroscope (gyro) step-tumble test, This
test demonstrated the maneuverability of a robot arm and the ease of reconfiguring the robot for dif-
ferent tests. For the step- tumble test the robot must be positoned to align the gyro's output axis
parallel to the earth’s rotational axis pointing north and then pointing south. The output of the gyro in
these orientations is used to calculate the gyro drift characteristics. (For a thorough discussion of the
gyro error model and drift coefficient determinations, see References 10 and 22.)

Experiment Methodology. The gyro used for the experiment was a Humphrey Model RG51-
0106-1, a conventional single-degree-of-freedom (SDOF) torque-rebalanced rate gyroscope. The
PUMA 560 Robot Arm was used as the test platform The gyro was mounted to a metal support base
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Table 2
Accelerometer Performance Characteristics
from Four-point Tests

Scale Factor 1-g Bias Null Bias Misalign

(volts/g) (ng) (1g) (arcsec)
ON ROBOT ARM:
Mean 1.018805 1207 1720 8154
Standard Deviation (ppm) 29 60 66 9
Peak-to-peak Vanation 115 241 255 30
ON VERTICAL TABLE (21:27):
Mean 0.02493 184.5 148.4 -30.6
Standard Deviation (ppm) 40 458 36.4 75
Peak-to-peak Variation (ppm) * 471 471 244 58

* Over 39 days. No data available for a single day’s testing.

which was in turn attached to the robot flange. The step-tumble test required the following gyro
orientations to separate the drift coefficients for the gyro:

(1) Gyro OA parallel to the earth’s spin axis (EA) pointing north, IA pointing west at the start of
the rotations (OA || + EA) -

(2) OA parallel to EA pointing south, IA pointing west at the start of the rotations (OA || - EA)

To align the gyro with the EA it was first necessary to determine the relationship between the
PUMA World Coordinate System (WCS) and the EA. To find the WCS relative to EA it was neces-
sary to know the latitude of the robot and the direction of True North with respect to the robot. This
information was readily available for the test site and was used to determine the proper robot joint
angles to align the gyro OA with the EA.

Once the OA and 1A were properly aligned, the gyro was stepped through 360 degrees of rota-
tion by rotating the flange 360 degrees clockwise (cw) followed by 360 degrees counterclockwise
(ccw), pausing at each 45-degree increment. One cw and ccw rotation of the flange for each orienta-
tion constituted one set of data for each step-tumble test. Eight sets of data were collected with OA
south and eight with OA north (a total of 128 points in each direction).

The software was written for the robot’s VAL II operating system which was accessed through
a Zenith 100 (Z-100) running communication software to act as a smart terminal. The programs,
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written in the VAL 11 language, positioned the robot arm for each of the required gyro orientations
and rotations.

Results. The statistical package BMDP was used to perform the least squares fit of the output
voltage to the gyro model. Table 3 summarizes the drift coefficients (and their standard error) of the
performance model equation.

Since the duration of the tests was approximately three hours and the gyro’s output axis was
aligned with the earth’s rotational axis, error sources did not include earth rate. All drift coefficients
except Do were significant. From previous rate-table tests Dy was determined to be 1.5 volts. Except
for Dg, there was no test data with which to compare the drift coefficients. However, the coefficients
are reasongble, and as with the accelerometer four-point tests indicated the feasibility of using the
robot arm for testing inertial sensors.

The main purpose of the gyro test was to demonstrate the robot arm’s ease of reconfigurability
and its maneuverability and therefore its usefulness as a multi-purpose testbed. This was clearly
demonstrated by the gyro step-tumble test.

Robot Performance Criteria

A final important aspect of determining technical feasibility is to answer the questions:

(1) What are the robot performance criteria for inertial sensor/system testing?
(2) Which of today’s robots meet those criteria?

All the criteria for selectir.,g a robot for industrial applications are fully described in the robotics
literature (6:214-301; 12:263-272; 15). In this study we are addressing only the criteria pertinent to
inertial sensor/system testing.

Table3
Performance Model Equation
Coefticients
Dnift Calculated  Standard
Coefficient Value Error

De 149999  0.00:88
Dy 0.00249  0.00031
D, 0.07619  0.00031
Do 0.00188 0.00295
Dis 0.00117 0.00035
Dy 0.00107  0.00035
Dss 0.00107  0.00035
Dgj 0.00389  0.00036
Dos 0.00120  0.00036
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Load Requirement. Today’s inerial sensors weigh five to ten pounds, and inertial measure-

ment units (IMU’s) weigh up to twenty five pounds (4). The weight of the sensor/system plus its
mount or gripper determined the robot load requirement for this research.

Drive Method and Number of Axes. The class of robots considered was electric motor driven
manipulators with six degrees of freedom. Electric motor drives were selected because they aie the
most accurate over the load requirement range (10:109-111). While six degrees of freedom reduces
siffness with some resultant loss of accuracy, it allows a greater variety of configurations. This

makes the robot adaptable to a wider range of test situations and allows for the development of new
types of tests not possible on exisiing test equipment.

Axis Rotation. The static gyro and accelerometer tests demonstrated the need for at least one
joint to rotate 360 degrees or more. This capability is most frequently available at the robot wrist (the
PUMA 560 flange, for example, was a part of the wrist assembly). Other joint rotations are important
also, as in the gyro step-tumble test. Thus wrist pitch, roll, or yaw of 360 degrees or more is required,
and maximum rotation of the other three joints should be at least 180 degrees.

Robot Ta rogramming. Robot tasks in industrial applications are frequently programmed

by manual or le  “hrough teaching methods (12:210- 216, 266-271). However, this is not practical
for the inential s .rs/systems application. The robot must respond to algorithmic commands, espe-
cially in dynainic tests. Off-line programming using either robot programming languages or standard
languages provides instructions to move the manipulator, read sensors, send output signals, and many
other instructions essential to sensor/sysrem testing (12:216). Off-line programming also permits the
development of several programs at once. Therefore off-line programming capability is essential.

Paositioning Accuracy. Positioning accuracy is another characteristic to consider in robot selec-
tion. Positioning accur vy is defined as "the difference between the position desired and the position
actually achieved” (6:76). Repeatability is a statistical term associated with accuracy. Itis a measure
of the difference between successive movements to the same commanded position (6:76). Since the
accuracy depends upon the particular load that the gripper carries, most robot manufacturers provide
a numerical value for repeatability rather than accuracy (12:19). The requirement for inertial

sensorisystem testing is to achieve the greatest positioning accuracy and repeatability possible. For
today's robots that means a repeatability of 0.010 inches or less.

Other Criteria. Variable acceleration and/or deceleration capability is an asset, and in fact a
requirement for some dynamic testing. The robot mount is a final consideration. Robot manipulators
may be mounted to the floor, the wall, or overhead (gantry). In general the authors believe that the
floor mount is most desirable. Floor "mounted” robots can be moved from one location to another
fairly easily for the situation in which they are being used as a "quick-look" test stand at different test
stations. A floor mounted robot is more stable and less susceptible to positioning erross caused by

joint and link flexures than a wall mount, and does not require the elaborate installation structure of a
gantry medel.

Identification of Suitable Robots. A comprehensive listing of prospective robots containing
their physical characteristics and estimated base prices was obtained (18) using a commercial com-
puter package called "Robot Search Program” (Robot Analysis Associates, Inc.). This list was
reduced to four robots by entering the data into a spreadsheet (Lotus 1-2-3) and using the

spreadsheet’s capabilities to highlight the manipulators with the maximum performance capabilities
(5:435-448) and is summarized in Table 4.

The final choices from the spreadsheet analysis are the first three on the list. The PUMA 560 is

included because it was the robot used in this researciy; it was not selected by the Robot Search Pro-
gram because of its maximum load 2 only 5.5 pounds.

The non-robotic tables have the advantage of continuous rotatior and accuracies in the
arcseconds range. However, the load capabilities are comparable, including the 100-pound load. For
example, in addition to the robots listed above, the Cincinnati Milacron T3.776 meets the rotational
and accuracy requirements while carrying a load of 150 pounds. The robotic testbeds, however, are
morc versatile and less expensive and have other potentials which are discussed in Section V.
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‘ Table 4
- Performance Characteristics and Base
: Prices of Robotic and Non-Robotic Testing Units
. Name Mount  Max Rot Other Joint Max Losd  Accuncy Al Variable Base
(Wrist) Rot (ibs) (ias) (ips)  AcceUDecel Price
A'matix AID-900  Floor 440 p31s  Wrin 65 0.008 30 Y 50000
Yaskawa Fro/w 360 YR330 Wrigt 26 0.008 80 Y 65600
Cinn Mil T3-646 Floor 900 PY238 wra 50 0.010 25 NA 70000
E PUMA 560 Floor 532 P200 Wria L] 0.004 20 N 80000
Name Mount Max Rot Other Joint Max Losd  Accuracy At Variable Base
! (wnm) Rot (ibs) (arcsec (ips)  Accel/Decel Price
; per axis)
#
z
‘l
Vertical Table F. ~oalia. 50 <l N 150000
2-axis Contraves . Contin. 75 1 N 500000
3-axis Contraves Floor Contin. 100 #3 N ## 3000000
# DifTerence in accuracy due to difTerent type of beanngs, not gumber of axes
## Cstimated cost of naw 3-axis lable
|

Once technical feasibility has been established, the next important question must be answered:
"Is the proposal economically feasible?" This section assesses economic feasibility by performing a
life cycle costing analysis for both the robotic and non-robotic tesdng units.

A vertical tzble, a 2-axis Contraves table, and a 3-axis Contraves table are the non-robotic test-
ing units. Table 4 (of the previous section) shows the performance selection criteria of the four
robots, the performance characteristics of the testing tables, and base prices for all units.

- Estimated robot prices, even base prices, varied widely. Test table costs were aobtained from the
Central Inertial Guidance Test Facility (CIGTF), Holloman Air Force Base, New Mexico (4,2).
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Life Cycle Costing

Life Span Costs. Life Cycle Costing (LCC) defines “life span” as the time to replacement or
major modification (mechanical or electronic). Even though major mechanical modifications may
occur only every ten years or so, advances in electronics determine a life span of three to five years

for robotic and non-robotic testing units alike (1:20; 2). Therefore, a life span of five years was
chosen for the analysis.

Once the life span is determined, three specific costs must be analyzed (9:66-67):
(1) Research and developments costs

(2) Investment costs
(3) Operational costs.

The variation of the costs must be estimated for each year of the unit's life. The costs are totaled for
each year and then summed to calculate the LCC via u.s equation:

N R
LCC= .
i.E, (1+0) (16)

where:

LCC = L.fe Cycle Cost

R; = Yearly Costs (R & D + Investment + Operational)
i = Year number

r = Interest rate (10% assumed).

Lotus 1-2-3 automatically calculated the LCC. Formulas were entered into the spreadsheet
cells, which facilitated rapid and efficient economic analysis without writing computer programs.
More detailed LCC determination can include calculating cost ranges for each item, assigning proba-
bilities to the estimates, and thus including random variables, which does require some programming.
The results can then be compared via a spreadsheet analysis.

Research and Development Costs. Research and development (R & D) costs are defined as
"the resources required to develop the new capability to the point where it can be introduced into the
operational inventory at some desired level of reliability” (9:66). The economic study is for the
development of a prototype robotic test station, and thus the R & D costs are greater than they would
be for a previously developed robotic test station. R & D estimates included in the study were:

- Investigation of which "standard" tests can be performed on a robot

- Research to determine which robot best suits the application

- Development of software for tests

- Installation of precision measuring device, such as lasers (or adaptation of
lasers presently used in robotics (14))

- Development of new "non-standard” tests using the full robotics capabilities;

costs included development of theory, software and testing and comparison with the
results of non-robotic units,

Based on the equivalence of one man-year of work plus computer time, the first year's R & D
cost was estimated to be $40,000, 15% of that amount for year 2, 5% for year 3, and 1% for each of
years 4 and 5. The continuing R & D costs were for ongoing development of new tests and study of
the applicability of new robots on the market.

R & D costs for the vertical and 2-axis tables were 15% of the robot costs for the first year, to
account for changes in electronics which could be introduced. However, the new 3-axis table being

developed was treated the same as a prototype robot for the first 3 years, using the same R & D per-
centages.
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Investment Costs. Investment costs are one-time outlays required tc introduce some capability
into the operational inventory (9:66). Investment estimates were adapted from manufacturing appli-
cations (1) as follow:

1. Base price. For this study the base price included the robot arm, controller, and teach pendant.
2. Support costs--15% of the base price.

- Additional disks
- Interface with existing data acquisition hardware and software
- Installation, including mounts and safety arrangements

3. "Soft" costs--25% of the base price.

- Training of personnel in use of hardware and software
- Training of personnel in use of hardware and software
- Programming/Systems analysis

- Integrated data acquisition system documentation

Investment costs were spread over a two-year period, with 100% of the Initial Total Cost in year 2
and an additional 10% for unaccounted-for costs in year 3. Investment cost allocation was the same
for robots and testing tables.

Operating Costs. Operating costs, the “recurring outlays required year by year to operate and
maintain the capability in service over a period of years,” (9:67) included:

- Maintenance

(1) Parts rcplacement
(2) General upkeep of anm (periodic oiling of joints, calibration, etc.)

- Periodic personnel training.

For the robots, years 2 and 3 were estimated at 20% of the total investment cost, year 4 was
10% of the total, and year S included periodic retraining casts and was estimated at 25% of the total
investment cost. More specific figures are available for the testing tables (2). Operating costs for
years 2 and S included both maintenance and personnel training; years 3 and 4 were maintenance
expense only.

The life cycle costs of the robot arms and test tables are presented in Table 5.

Results

From the above analysis it is feasible that a prototype robotic test station, the T3-646 for
instance, could replace one table, perhaps the vertical table, with a resultant decrease in LCC of
$17,364. Of course the savings increase substantially if the robot replaces the 2- or 3-axis tables.

Another important advantage and source of savings is the versatility of a robot arm. Over the
long term both standard and experimental inertial instrument tests can be performed by simply re-
programming the robot, rather than rebuilding or developing a new test table. In the short term, as
was the case for the gyro tests, the robot can be quickly ieconfigured at any point in the test with no
manual readjustments involved.

IV. Limitations

In this section the technical limitations of robots are discussed in detail as they relate to testing.
Practical engineering limits, computer modeling limits, and measurement and instrumentation limits
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Table §

Total Life Cycle Costs

Device LCC
Automatix AID-900 $ 146,279
Cincinnati Milacron T3-646 186,618
Yaskawa V-12 185,811
PUMA 560 206,787
Vertical Table 203,982
2-axis Contraves 522,239
3-axis Contraves 2,818,062

are examined and related to the sensor testbed application.

Practical Engineering Limits

Practical engineering limits include flexure of the links and joints of the robot arm (which will
vary from one robot to another). and robot control schemes. A simple test using the PUMA 560 arm
and the Robotic Simulation (ROBSIM) program demonstrated these limitations imposed.

The PUMA 560 has six joints. These experiment used only two of these joints, the shoulder
and the flange. As the shoulder link rotates from the vertical, it exerts a large moment about the base
y-axis due to gravity (see Figure 1). This produces a bend in the robot arm which is measurable by a
high accuracy accelerometer mounted on the end of the arm. The flange on the other hand, with a
smaller radius of rotation and mass, exerts a much smaller moment about its x-axis, The Systron-
Donner 4841F accelerometer was first mounted on the flange, then the flange was rotated from the
vertical 90° and back about its x-axis in 10° increments. The experiment was then repeated in the
same configuration but with the flange fixed and the shoulder rotated in 10° increments about the base
y-axis starting from a vertical position. The results showed larger shoulder rotation alignment errors
than flange alignment errors when the position was 30° to 90° from vertical. Next a plot of the actua-
tor torque versus time for the shoulder rotation was generated by the Robotic Simulation ROBSIM
(discussed in the "Computer Modeling Limitations" section which follows).

The accelerometer outputs demonstrated the inaccuracies of robot positioning and indicate that
the flexibility of the robot arm should be a consideration when precise positioning and orientation is
needed. The ROBSIM plot showed that the torque is a function of the robot orieatation and that the
orientation errors are due in part to mechanical flexure.

Robot control is also limited by control method and unmodelled forces, and by the restrictions
of robotic programming languages. The most widely used control method today applies a separate
axial control loop for each joint designed with linear-control laws (12:80), oftcn with fixed gain
(12:72). The required gain is highly dependent on the moment of inertia at each joint of the robot
arm which in tumn varies with the arm position and robot payload. A variety of schemes, including
adaptive control, have becn proposed and implemented (12:51- 81), but research is still being done to
represent previously unmodelled forces (13) and implement adaptive control.
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Robotic programming languages, too, can be a control limitation in that they often do not
include the facilities to implement complex mathematical formulas. One must bypass the robot
operating system to implement experimental control techniques and gain greater precision.

Computer Modeling Limits

An important element in the effective use of robots and in designing unique inertial sensor tests
for a robot is an accurate and comprehensive computer simulation program. Simulation programs are
being developed in several different environments, including universities such as Arizona State
University (17) and AFIT (3) as well as private industry. The Robotic Simulation (ROBSIM) pro-
gram was installed and studied to determine both its advantages and its shortcomings. A brief over-
view of ROBSIM’s capabilities may be found in Reference 10.

Applications. In many cases, computer simulation is directed strictly to industrial applications,
including multiple arms, creation of workstations and assembly lines, and so forth. ROBSIM
includes the industrial applications, but it also allows for simulation of different types of control
schemes and for the creation of data files and plots of the robot forces, torques, etc. for analysis pur-
poses. This makes it attractive for the testbed application.

Mechanical Model. The kinematic (and dynamic) analysis tools implemented in ROBSIM are
based on a rigid-link model (8) of serial, open-loop kinematic chains with one-degree-of-freedom
joints. (Details and examples may be found in the "Kinematics Analysis” section of Reference 7).
Although this is not completely realistic, it does provide help in determining the behavior of the robot
and the identification of possible flexure errors, as demonstrated in the flexure test above. The
comprehensiveness and accuracy of the simulator’s mechanical model of a specific arm is critical in
determining the validity of the simulation.

Dynamics Model. An accurate dynamics model is also essential for acceptable simulation.
ROBSIM uses homogeneous transformation matrices for calculating transformations between arbi-
trary sets of coordinates. The difficulty with robotics dynamics models relative to inertial navigation
models lies in the differences of notation. There has as yet been little cohesion established between
classical methods of inertial navigation and methods of describing the dynamics of robots. A means
of melding the two fields is needed. The beginning of that melding is to parallel the dynamics equa-
tions and error analysis methods developed for robotics with the classical inertial navigation tech-
niques. A notation to accomplish cohesiveness and followed by a tutorial presentation of introduc-

tory robot kinematics using inertial navigation notation is developed and presented in Appendix F,
Reference 10.

Measurement and Instrumentation Limits. The tests and performance criteria study of Sec-
tion 11 demonstrated the positioning and measurement accuracy limitations of present-day robots.
Data acquisition ability is restricted by the fact that robot controllers do not usually include high-
accuracy analog-to-digital converters and the rapid sampling ability necessary for sensor testing
(although either 12- or 16-bit converters can be installed). Possible solutions to the measurement and
instrumentation limits are discussed in Section V.

_ In this section the robot and robotic simulation limitations which affect the inertial sensor test-
ing application have been addressed. The final section will summarize both the robot’s advantages
and its shortcomings and will discuss robotic potentials.

V. Conclusions and Recommendations

In an attempt to control robots more precisely and to interface with computers (and computer
simulations) other than the robot’s particular controller, research is in progress to control robots from
computers such as the VAX 11-780 (AFIT, NASA Langley) or interface with such computers for
control and data acquisition (for example, Cincinnati Milacron’s Robot Offline Programming System,
or ROPS).
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From the study presented here, robots large and small could begin to be used as checkout
testbeds for inertial sensors, possibly in such applications as immediate flightline checkout of sensors
or IMU's suspected of being inoperable rather than sending them away to a depot for checkout.

Robots can be multi-purpose testbeds for performing standard tests on inertial sensors, and the
potential for devising unique inertdal sensor/system tests exists. Robots with varab':
acceleration/deceleration and a large rotaticn2l range suggest dynamic test possibilities that have not
yet been explored. Perhaps subjecting the sensor/system to a helical motion, or to a rapid swinging
motion of the robot followed by a sudden deceleration would excite sensor/system error terms and
thus enhance or replace centrifuge or other testing. Variations of system trajectories could be tracked
with lasers and the system errors analyzed by comparison with the laser position data. With extensive
computer simulation capabilities such as those of ROBSIM, engineering theory could devise new
tests which would be efficienty and safely produced on the simulator, saving both time and money.
The simulator-robot combination would encourage engineering creativity, an important commodity in
the realm of research and development, where new tests and testing units are needed to keep pace
with hardware developments (2).

This research raises further questions. Are robots feasible for system tests? Can the limitations
be overcome? What should be done to extend the work presented here?

The solution for robot accuracy constraints may lie not in improving the robot’s precision, but
rather in providing precision reference measurements for use in sensor output analysis. Laser tech-
nology and other instrumentation advances have the potential to accomplish this. For example, pro-
viding precision through reference measurement is already in use in noisy, imprecise environments
such as the test track at Holloman Air Force Base; and laser technology is currently being used for
robot positioning accuracy (14). A cost analysis for laser or other precision measurement technology
should be accomplished to extend the economic feasibility study.

The potential for testing precision senors/systems should be further determined by noise charac-
terization of the robot arm. In addition, the sensors used in this study, or similar sensors, should be

tested under more controlled laboratory conditions and compared to test results from non- robotic
units.

It is also recommended that test engineers and analysts take a new look at the possibilities for
dynamic tests using robotic capabilities and begin devising those tests. The groundwork for a proto-
type effort has been presented in this study and is recommended for future implementation.
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The Optimum Solution to Instrument Quantization Effects

By
T. E. Reed
C. S. Draper Laboratory, Inc.

Certain types of precision 1nertial-grade instruments have
outputs that consist of non-coherent pulse trains. In some
applications, the pulse granularity or quantization appears to be

a major operational constraint.

This paper will describe an optimal method for eliminating
this constraint. An optimal method is defined as any method that
extracts all of the information contained in the output and
converts it, without loss, as a compatible input for a computer
or other coherent processor.

The method described essentially eliminates quantization,
reduces the effects of pulse "jitter" by the theoretical maximum,
and inputs the information as a coherent scalar quantity without

phase distortion.
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Intxoduction

There are a variety of precision instruments whose output
consists of unsynchronized pulse trains. This includes Ring
Laser Gyros, certain types of pulse torque on command
accelerometers and analog to digital conversion using voltaye
controlled oscillators. For a perfect instrument these pulse
trains are unique. At the instant a pulse occurs there is no
errox, there is no storage in the instrument. All of the
information is contained in the actual time of occurance. In
almost all cases, this information contained in these pulses,
will be inputted to a synchronized, clocked data acquisition
device - usually a computer. The question is, what is the best
method of extracting all the information out of this pulse
train? In most cascs, the variable of intcrest is the frequency
of this pulse train, yielding angular rate for an RLG, indicated
acceleration for an accelerometer, and voltage for a VCO analoy
to digital convector. For purposes of this paper we will assume
the device is an RLG with each pulse having a weighting of, Q,
arc seconds and our interest is angular rate, 8, in arc seconds
per second (or degree/hour). The acquisition device will have a
sampliny period of, tg, seconds.

Methods

The simplest interface would be an accumulator that counts
the 1ncoming pulses and then its contents are transferred to the
computer at 1its samp}ing rate. The computer can then determine
the indicated rate, 81, as follows:

where N s the number of pulses accumulated during the last
sample interval. The uncertainties of Lhis indicated rate

(U)GI, 15:

(U)éI = Q/(tsfs)

This gquantization or duta granularity can be 2 major limiting
feature in the use of tthese instruments.

The HS/)

The input method recommended will, for all practical
purposes, eliminate this quantization or essentially reduce 1+ to
& negligible size. It will have no phase distortion, its average
value cannot be "contaminated® by higher frequency aliasing, and
it's implementation 1s straight forward.
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The high speed filter (HSF) uses an age old technique
referved to as triangular filtering or AOA for Average of
Average. The only unique quality is that this function will be
performed at a high speed at the computer interface.

Now perhaps the best way to explain how this filter
interprets and transfers time of pulse occurance into the
computer is by looking at a single pulse. Figure la shows a
single pulse located at some point in time bet:ween two computer
sample times. This pulse has no information in its height, only
in its time of occurance. Now if we could split this unit pulse
into two pulses and input them at, tp-q and tp 1s such a
manher that their height (i.e., value) yields the proper time
welghting then all the information has been transferred. This
can be done by superimposing a unit height triangle centered on
the pulse whose sides are, tg, long and then by reading its
height at, tp-q, and tp (See Figure 1b).

The above method can be done graphically but it is, of
course, impossible to do in real time. But 1f these triangles
are synchronized with the computer, with bases 2t5 long than
the value of this triangle at the time of pulse occurance places
the proper weighting for that sample time (See Figure 1c). The
two pulses have now been generated and they are identical to the
ones shown in Figure 1b except they are delayed in time by one
interval. Also, note that these two pulses are simple scalers
and multiple pulses just add so that the same equation holds for
finding rate:

BI = NQ/ts

except now, N 1s not, in general, an integer. The uncertainty of
this rate has theoretically been reduced to zZero.

Now to get back to reality. These split pulse values will
not have infinite resolutior nor is the instrument perfect.
These pulses do not occur at exactly the “zero error” time, they
will have some "jitter" about that point.

Assume a “jitter" value of, xQ, where, x < 1, then the
uncertainty of the measured rate becomes:

(U)BI - ¥2 xQ/tS
for the accumulator method and:

(6 = xQ/ VN £ )
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for the HSF method where N is the actual number of pulses
occurring during that sample period. This, incidentally, is the
smallest uncertainty possible!

Now back to the finite resolution. Assume that this
triangle height 1s read with an, n, bit resolution then the
uncertainty due to finite resolution becomes:

(e, = 0/(2" " Ve ¢ )

or an eight bit resolution reduces the uncertainty by a factor of
128.

Now the uncertainty associated with jitter is independent of
resolution so a point of diminishing returns is reached when the
resolution uncertainty 1s less than the jitter uncertainty. This
occurs when:

0/(2" V6 ) < xa/ (Int)

n > log, [ﬁ/s/x] + 1

For example, assume an RLG with a one arc second quantization

(Q = 1) operating at 150°/second (0 = 3600-150) with a 5% jitter
(x=0.05). Assume the computer will sample at a ten millisecond
interval (tg = 0.01). Then:

n > log2 [V900/0.05] +1

> 9.23
Set, n, to 10. Then:

100 1%, [10.005)(100) )
7eT572) 7900

0.185 (°/hr)

(U)GI

This is in contrast to the uncertainty of the accumulator method
which is 39 times larger.

The above uncertainty is at the 10 millisecond period. If
this data is filtered internally over a longer period, t, using
the same technique, then the uncertainty will reduce as follows:

. 3/2
I eI(1O millisecond) [0'001/t ]
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The resolution directly effects the speed of the filter.
The update frequency ot the filter, fygp, becomes

fusp = 2N/tg
which, for the example, becomes, Fyggp = 409,600 HZ.

Interface Requiremert

It is assumed that the HSF is an appendage to the computer
or acquisition equipment and that it outputs the data onto a
parallel input. The number of parallel lines, lp, required is
set by the resolution used, 2N, as well as the maximum numbexy
of pulses, Npax, pPer sample interval:

lp 2 n + 1092 Npax
(1p = 23 for the example give:,

Now 1.f this number, l,, 1s excessive it can be reduced by
eliminating either some least significant bits or some most
significant bits. If least significant bits are dropped the lost
information must be saved and adaded to the next sample. This
eliminates accumulative error.

Some most significant bits can be dropped if the computer
can non-ambiguously replace them. In general, this is possible
1{ the number of bits remaining are greater than:

n + 1og (Npax - Nmin) + 1, where Npjn is the least amount
of pulses during any sample period.

Filter Implementatjon

The HSF can be implemented in a y processor if the update
frequency is low enouqgh. Figure 2 shows a flow design nf a
simple recursive algorithm.

If the update frequency 1is above the capability of a p
processor then a streight forward set of digital circuits can be
used. These circuits could be designed to perform the algorithm

BEE

above.
ﬁ'ﬁ““ .
ﬂgq Another method would use a counter which counts the update
h*; frequency and whose value would be added to one register at each
P58 input pulse and the counters complement value added to a second
o register at every input pulse. At every computer request the
second register is added to an auxiliary register and outputed,
hﬂf the first register is transferred to the auxiliary and the
ﬁﬁ? connter 1s reset. This method only works if the sample interval ‘
j;ft 15 exactly, 2P, longer than the update period.
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Supmary

In conclusion, the HSF input method essentially eliminates
the effects of quaitization and reduces the effect of pulse
jitter down to the theoretical limit. While it has a built in
time delay, it does not have any phase shift and the transfer has
a zexro slope at all multiples of the Nyquist frequency yielding
no aliasing at dc¢ and very small aliasing at low frequencies. It
can be implemented using a simple algorithm or straight forward
circuits.
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Figure 2. Flow disgram for HSF.
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ABSTRACT

EVALUATION OF A MINIATURF HORIZONTAL PENDULUM TILT TRANSDUCER

H. D. Valliant and L.J. Burris
LaCnste and Romberg Gravity Meters, Inc.
6606 N. Lamar
* Austin, Texas 78752
(512-458-4205)

: J. Levine
Joint Institute for Laboratory Astrophysics
National Bureau of Standards and Univ. of Colorado
Boulder, Colorado 80309
(303-492-7785)

This work was supported in part by a grant from AFGL.

A miniature horizontal pendulum tilt transducer, designed by Instech,
Austin, Texas in 1978 was first used by AFCRL (now AFGL) to directly
measure the angular tilt of test gyros. After this project was abandored,
the 6585 Test Group acquired the transducers and are currently having
them repackaged into a free-standing format. In the meantime an
additional eight pairs of transducers have been extensively employed
as borehole tiltmeters by the Universitly of Colorado. This technology
has recently been acquired by LaCoste and Romberg Gravity Meters,
Inc., Austin, Texas.

T W T, T Bl i TR K. . B

The transducers have a natural resonance period of one second. Built-in
shock protection makes the instrument extremely rugged. Barometric
effects are virtually elimirated through careful design. Temperature
effects are compensated so that the instrument's temperature coefficient
is no worse than 0.5 urad/K. This measured sensitivity to temperature
is an upper bound and may include a significant contribution due to the
thermoelastic tilt of the test boreholes. Long term drift has been
measured to be less than 0.5 urad/a, and drifts as small as 0.1 vrad/a
have been observed. The package size for an orthogonal pair of
transducers is approximately 12 em (4.75 in.) in diameter by 6.5 c¢m (2.5
in.) in height and the weight is approximately 1.9 kg (4.25 lbs). The
performance of such sensitive devices cannot be tested directly and must
be inferred from the results of long term usage. Several years of
monitoring crustal tilts in boreholes provides a massive data set from
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which to draw. Unfortunately the precision of the transducer itself
cannot be separated from the effects of coupling the transducer to the
- earth's crust. However the characteristics of the transducers are at

least no worse than the combined results of the transducer and its
mounting. The analysis of three years of nearly continuous observations
with two adjacent identical systems suggests the following:
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Frequency/Period band Remarks

2
> Few minutes -170 dB (relative to 1 rad /Hz) (ie a tiit of
3 nrad is detectable with a signal to noise

ratio of unity). Close to transducers' natural
resonance.

Several hours Some residiual temperature effects indicate
that ambient temperature stability to a few
mK may be needed. Coherence of nearby
instruments is poor. Not recommended for
this frequency regime.

Several cycles per day Main application. Tidal amplitudes observed
with precision of +1 nrad. Good nearby

coherance.

> One day Borehole instrument degrades rapidly with
increasing period. Possible temperature and
pressure effects. Poor nearby coherence

possibly caused by very local tilts.

> One year Best data in Southern California shows secular
drift of less than 0.5 wurad/a. Larger drift
retes observed in other regions are probably
due to real secular crustal tilting.

INTRODUCTIC Y

Inclinometers have been around in one form o. another for many
years. Many diverse techniques have been used, including water-tube
tiltmeters, measuring lake-levels on opposite shores, measuring water
levels at opposite ends of artificial basins, long (and short) vertical
pendulums and simple spirit levels. One class of tiltmeter, based on
the principle of the horizontal pendulum, was invented around 1830 by
Hengler. Figure 1, illustrates its principle. A mass is located at one
end of a rigid beam. The beam is pivoted at the opposite end ana is
supported by a fine wire attached to a rigid support nearly vertically
above the pivot. If the wire attachment and pivot are in an exact
vertical line the mass receives no restoring force and can assume any
azimuth. The mass-beam assembly therefore has an infinite period and
consequently is infinitely sensitive to horizontal accelerations acting at
right angles to the beam. That is to say, a very small horizontal
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acceleration would cause the beam to move through an angle limited only
by a physical constraint such as a mechanical stop. A tilt of the vertical
axis perpendicular to the piane containing the beam and suspension wire
has the same effect as a horizontal acceleration. If the axis is tilted
forward (toward the mass) in the plane of the beam and wire, gravity
will provide some restoring force to center the beam in the plane of the
tilt. One simple way to visualize the system behavior is as an equivalent
vertical pendulum whose length is determined by the period of the
horizontal pendulum. The sensitivity (i.e. the displacement of the
pendulum mass for a given horizontal force) increases with increasing
period. Melchior {1983) reviews the history of horizontal pendulums and
summarizes their theory in considerable detail.

In 1978, one of the authors (LJB) under the business name
INSTECH, developed a miniature horizontal pendulum for measuring
precise tilts. Four of these were oviginally procured by AFCRL to
measure the angular tilt of gyros undergoing test. This program was
abandoned and the instruments were ultimately transferred to the 6585
Test Group. The Test Group is presently having them repackaged into
a free-standing format for monitoring the tilt of precise test beds for
inertial applications. In the meantime the University of Colorado has
made extensive use of the device for monitoring tidal and secular crustal
tilts in boreholes. As a result of this effort the instrument was refined
over the years until a nrad sensitivity with a long term drift of better
than 0.5 u rad/a had been achieved. As a result of the close relationship
between Instech and LaCoste and Romberg Gravity Meters, Inc. many
of the design features used in the manufacture of gravity meters were
incorporated into the design of the tilt meters. In 1986, LaCoste and
Romberg Gravity Meters, Inc., of Austin, Texas acquired the design
from Instech and now includes tiltmeters in its standard product line.

DESIGN PHILOSOPHY
The Tilt Transducer.

Fig 2 illustrates the design, which was especially constructed to
avoid torsional vibration modes and to provide exceptional temperature
stability. The instrument is- tuned to a one second period which provides
a 1.22 um displacement for a Surad tilt. This is equivalent in response
to a 0.24 m vertical pendulum. Such low sensitivity assures that the
instrument has good stability but does require very high electronic
amplification to achieve sensitivities in the order of several nrad. The
electronic readout uses a capacitive position indicator (CPI) transducer.
Two capacitor plates are located on either side of the beam whose
displacement is measured as a differential change in capacitance. Air
dampers, forming an integral part of the CPlI plates, overdamp the
system. In this configuration torsional vibraetion modes would increase
the electronic noise and it was for this reason that the mechanical system
was designed to avoid these unwanted vibrations. The electronics for
the CPI system were designed by and procured from Jerry Larson of
Maryland Instrumentation. These were modified somewhat by the
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University of Colorado (Levine, 1985) to obtain the nrad precision
required for geophysical measurements.

One important feature of the mechanical design 1is the small
springlets incorporated into each of the suspension wires to provide
protection from shock and vibration thereby increasing the ruggedness
of the sensors. Another feature is the pantograph arrangement of the
suspension which allows expansion dus to temperature changes to
translate the entire structure vertically without changing the angle of
inclination ™i". As Melchoir (1983, Egqn B.18) shows, the sensitivity of
a horizontal pendulum depends only on the angle of inclination and this
arrangement greatly reduces the sensitivity of the sensor to changes
in tempersture. A small second-order sensitivity to temperature remains.
It results from a differential elongation of the springlets which results
in small rotations of the beam in a vertical plane with a concomitant
variation in sensitivity. Migration of the bending points of the
suspension wires with temperature could have a similar effect. Also,
because the CPI measures linear rather than angular displacement,
changes in the length of the beam result in changes in sensitivity. The
small springlets again come to the rescue absorbing most of the expansion
of the beam without affecting the length of the lever arm. Calculations
show that the temperature coefficient of this effect is 4.6 ppm/K. With
a dynamic range of 25 u rad the maximum error is $0.1 nrad/K.
Extensive testing has shown no detectable change in period over a 10
K change in temperature. We are therefore confident in the claim that
the calibration is uniform to better than 1% over this temperature range.
Also periodic recalibrations have shown that after an initial rapid drift
lasting approximately one month, the calibration is stable to better than
1% over long time intervals. Automatic nulling of the beam could eliminate
all of these effects. Although an electrostatic feedback system developed
for gravity meters (Valliant et al., 1986) is available we have not thought
it necessary to apply this technology to the horizontal pendulum as yet.

The Mounting Platform

The coupling of the transducer to the body whose tilt is to be
measured is possibly even more critical than the transducer itself. Any
differential expansion of the mounting platform due to temperature
gradients or distortion due to barometric pressure causes directly
measurable noise tilts. Fig 3 illustrates the mounting platform that
supports the two orthogonal tilt transducers. The mounting base is
machined ftrom a single piece of stainless steel. The design provides
a heavy mass for physical stability and extreme mechanical rigidity. The
thick cross-section of the base (A) encourages heat-flow thereby
minimizing differential expansion due to thermal gradients. A
sub-platform (B), connected to the base with a small centrr. pedestal
(C) minimizes tilt errors due to distortion of the base caused by

barometric pressure changes. It is estimated that a 2 PSI pressure
differential will deflect the center of the base by 2.1 nm which is
equivalent to a tilt of approximately 0.05 w rad. This tilt is not

transferred to the sub-platform due to symmetry. The single support
column for the sub-platform also eliminates erroneous tilts due to thermal
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gradients that would occur if it were supported on separate legs.
Finally, the adjustable invar legs and the base of the sub-pedestal are
mounted in a common plane (D) further reducing temperature induced
tilting. The complete assembly is sealed with a stainless steel cover and
filled with dry nitrogen. The results of tests in boreholes indicate that
temperature induced tilts are less than 30 nrad/K. ‘

For geophysical applications, the tiltmeters are installed in boreholes
to isolate them from surface tilts produced by rainfall or by thermo-elastic
effects. The boreholes are usually 30 m deep, although other depths
have also been tried. The good temperature stability at this depth
minimizes the importance of the residual thermal sensitivity of the
sensors. To improve the coupling to the earth, the tiltmeters are
mounted in a 1.8 m sonde (Harrison et al., 1982) to provide a longer
baseline in contact with the crust. Fig 4 details the sonde and tiltmeter
attachment. A 15 cm hole is drilled and lined with a steel casing
cemented in place. The bottom section of the casing is stainless steel.
The sonde is lowered down the bore-hole where it rests on a central
ball support at the bottom and is pressed against the side of the casing
with leaf springs.

LABORATORY TESTS
Calibration and Linearity:

The instrument sensitivity is calibrated by observing its response
to a 48.5 urad incremental tilt at various points in its dynamic range.
Table 1 shows the results of such a calibration. The sensitivity is
extremely uniform over the entire range and non-linearity amounts to
no more than 0.3% of the scale factor. This technique is used rather
than directly observing the ouput at various tilts because a sufficiently
precise reference tilt table is unavailable.

TABLE 1
CALIBRATION MEASUREMENTS
TILT RESPONSE
{urad) (Volts/48.5 urad)
24.1 1.790
15.8 1.796
6.7 1.790
-0.8 1.795
-8.1 1.797
-14.2 1.795
-22.1 1.805
MEAN 1.795
STANDARD DEVIATION 0.005
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Measurement of Resonant Period

The resonant period can be measured in two ways. Firstly it can be
measured by finding the time for several oscillations when the dampers
are removed. Secondly it can be inferred from the observed sensitivity.
When first manufactured the design specification of 1 0.1 sec was
verified by direct timing. Nearly ten years later unit No. 003 was
rechecked by the second method and found to still have a period of
0.9992 sec. Fig 4 shows the observed sensitivity for $0.75 deg tilts,
in the plane of the pendulum (angle i), superimposed on the theoretical
relative sensitivity curve. As the nominal tilt angle is unknown the two
observations, exactly 1.5 deg apart, are slid horizontally until they
coincide with the theoretical curve. The mid-point of the two
observations approximates the sensitivity at the nominal tilt from which
the period of the equivalent pendulum is calculated. This method is
used, rather than attempting to measure the sensitivity directly, because
it permits measuring much larger angles consistent with the precision
of the available test table.

Step Function Response and Damping Ratio

The response of the pendulum to a series of 5 urad step tilts is shown
in Fig 6. The time taken for the signal to reach a percentege (say 63%)
of its final value can be scaled from the record and the damping ratio
calculated from the theoretical response of an overdamped second-order
system to a unit step function. The damping ratio for the case
illustrated was 5.5 times critical.

PERFORMANCE INFERRED FROM BOREHOLE OBSERVATIONS

These sensors have been used at several sites in Colorado, Wyoming
and California. Most of the measurements were made in 30 m boreholes,
although boreholes ranging from about 8 m to about 70 m have been
tried.

The smallest secular tilts have been reccrded in Southern California
at Pinon Flat Observatory. The total secular tilt during about 15 months
of operation is about 0.6 micro-radian, but there are several perijods
during the record when much smaller tilts were observed.

The diurnal and semi-diurnal earth-tides, whose total amplitude is
about 200 nrad, can be determined with a signal-to-noise ratio of about
45 db, when using a record about 30 days long. A signal-to-noise ratio
of 45 db corresponds to a measurement sensitivity of 1.1 nrad. This
signal-to-noise ratio is somewhat better than we have seen elsewhere;
the noisiest station has a signal-to-noise ratio of about 30 db for the
same observation period.

At shorter periods, ranging from a few hours to a few minutes,
two nearby instruments show poor correlation. It is not clear why this
is so, but small-scale irregularities in the borehole and its immediate
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surroundings are probably important. We have not conducted extensive
analyses of the tilts in this period range. The lack of coherence
suggests that the data may represent sensor noise or very local tilts.

We have also conducted several experiments using the sensors as
horizontal seismographs to record teleseisms. Our studies have been
only qualitative, however, since the signals are close to the resonant
frequency of the sensor and significant variations in the amplitude and
phase response of the instrument across the seismic band have been
observed.

In each case, the observed noise or error signal is the combination
of the transducer, sonde, and actual tectonic signals. Therefore these
observations represent an upper bound to the performance limitations
of the transducer alone.

SUMMARY

An inclinometer (Fig 7), suitable for general metrology including
geophysical measurements has been available since 1378. Unfortunately
details of the device have not been published before and it therefore
has not been widely deployed. Measurements in boreholes for geophysical
applications indicate that a precision and sensitivity of the order of
nanoradians has been achieved. When using the device for geneial
metrological observations in laboratories, great care must be taken to
assure the integrity of the interface between the inclinometer and the
test object and to provide a controlled environment, or else its
performance can be seriously degraded. In the free-standing laboratory
mode, performance is often limited to the stability of the test surface
or pier to which the instrument is attached. Differential expansion
between the stainless steel instrument case and a granite or concrete
test surface can cause serious noise tilts. In some cases the material
of the instrument case can be chosen to match the test base.
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CAPTIONS

Fig 1. Principle of the horizontal pendulum and its relationship to an
equivalent vertical pendulum. AB = OB/Sin (i) is the length of the
equivalent simple pendulum, where OB is the length of the horizontal
pendulum.

Fig 2. Design principles of the LaCoste and Romberg (Instech) horizontal
pendulum tilt transducer.

Fig 3. Construction of the tilt transducer mounting platform. (A)
Stainless steel base; (B) sub-platform eliminates errors due to
distortion of the base caused by barometric pressure variations; (C)
central pedestal supporting the sub-platform; (D) common plane for
mounting of legs and pedestal.

Fig 4. Construction of the sonde for borehole observations after Harrison
et al (1982). The inset at the upper right details the mounting of the
transducer in the sonde.

Fig 5. Determination of the natural period of a horizontal pendulum
(Serial No. 003). Circles represent sensitivities relative to a one second
pendulum. Points with error bars represent observed sensitivity for
+.75 deg displacements. The inferred period is calculated from the
sensitivity at the mid-point of the two observed displacements.

Fig 6. The response of the horizontal pendulum (Serial No. 003) to a
series of approximately 5 urad step-function tilts.

Fig 1. Photograph of the completed tiltmeter as configured for test
applications not involving boreholes.,
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AN _IMPROVED DATA REDUCTION PROCEDURE
FOR
ACCELEROMETER CENTRIFUCE DATA _

APSTRACT

A simple iterative procedure is presented for obtaining the nonlinear parfor-
mence coefficients of an accelerometer which virtually eliminates the effects
of radius measurement errors and the misalignments of the input axis with the
radius through the effective center of mass of the seismic element. It is ne-
cessary that the vertical component of the misalignment angle be held within
narrow limits but this is easily done.

The effects of input acceleration range in the presence of noise in the input/
output data on the recovery of the nonlinear coefficients is also investiaa-
ted.

INTRODUCTION

Mcst companries and government agencies that centrifuge test precision accel-
erometers use the auther's type of data reduction equations as illustrated

by Eq.(3) in references (1) and (2). The unigue frature of that type of =2qua-
tion over what had been previously used is that it covers the full range of
input acceleration in one equation by using separate biases and linear fac-
tors for the two mounting positicns: input axis (IA) pointing inward and then
outward along the radial arm of the centrifuge. By using the full range or
input acceleration, the nonlinear ccefficients are more accurately determined.

The principal source of error in any data reduction procedure is the uncer-
tainty in the measurement of the radius to the effective center of mass (FQM4)
of the seismic element. The misalignment of the IA with the radius is only

a secondary source of error providing the vertical component of the misalian-
ment is small, say less than .0l radians. This vertical comporent is easily
conurclled since it is only necessary that the static output of the acceler-
ometer when mounted in position on the centrifuge arm be in the range K +/-
0.0:iK,, where K_and K, are the bias and the scale factor in output units

and oltput units/g, reépectively as determined from precision dividing head
data.

Noise in the input/output data must also be controlled or its effects mini-
mized by taking multiple readings at each acceleration level. Computer simu-
lations show, as would be expected, that the nonlinear coefficients obtainad
from centrifuge data are the sums of the coefficients that would be obtained
if there were no noise and the corresponding coefficients for the noise dis-
tribution alone.

A fow years ago, it occurred to me that the deviation of the linear factor
from unity when expressed in nondimensional units such as in q/q were moas-
ures of the combined effects of radius measurement and misalignment errors.
Thus, an iterative data reduction procedure based on the deviations from

unity would essentially eliminate the effect of thosc errors and thus vield
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better estim-les of the nonlinear coefficients. Obviously, neither the pro-
posed datz reduction procedure nor any other procedure can be proven bu using
actual centrifuge data. However, computer simulated data with known coeffi-
cients to vwhich has been added the effects of radius measurement and misalign-
ment errors can be checked to see how well that procedure recovers the nonlin-
ear coefficients.

THEQRY

It is here assumed that the type of model ecquation appropriates for the par-
ticular accelerometerunder test over the specified range of input accelera-
tion has been previously determined either analytically or experimentally.

In either case, the adequacy of the model equation should be checked by a stu-
dy of the residuals for evidence of systematic errors that indicate the chosen
model equation requires modification. Also, each coefficient should be chacked

to see if it is significantly different than zero at some specified confidence
level.

A note of caution: even though a model equation may fit the centrifuge data
yguite =211 over the tested input range, it is not wise to extrapolate its use
beyond that range.

As a specific example, assume the following model equation is appropriate for
the accelerometer under test:

D_.
=2l - 2 3 ()
ch K, Ko tag Kzai - Koq]ailai + K3ai (1
where: Aoj = accelerometer output - g
DOj = accelerometer output - output units

K, = scale factor - output units/g

= input acceleration - g

KO = bias - g

K- = second degree coefficient - g/gz

Koq = odd quadratic coefficient - g/g2
K5 = third degree coefficient - g/g3
g = local acceleration of gravity

Th2 odd quadratic coefficient Koq may be due to thermal effects or it may be

only an artifact of the data reduction process if there is a large algebraic
difference in the radius measurement errors in the two mounting positions.
The iterative procedure presented in this paper will essentially remove the
eflcels of radius measurement errors regardless of magnitude (within reason)
or signs, including the artifact effect. However, it will not remove the of-

Tocl o of Lhe vertical components of the misalignment angles but these are
casily controlled to within 0.01 radians which is quite acceptable.

In gencral the accelerometer input axis is not precisely aligned with the
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radius through the effective center of mass (ECM) of the seismic element and
different in the two mounting positions. This is not surprising when one con-
siders all the tolerances on the manufactured varts, the ascembly tolerances,
the tolarances of the mcunting fixture, and the tolerances on tho mounting
surfaces of the centrifuge arm. These same tolerances affect the ability to
precisely measure the radius to the ECM of the seismic element. The measured
radil in the two mounting positions will, in general, be in error by differ-
ent amounts. The iterative procedure does not require accurate measures of the
radii, however, it does require , as would any cther procedure, that changes
in radii be monitored as closcly as possibile cither directly or indirechly and
the estimated input accelerations be adjusted for those changes.

Lot the true radius to the ECM he R' = (1 + )R, where R is the hest cstimate
of the radius and ®R is the measurement error. Let © he the acute anqgle hoe-
tween the IA and the radius through the ECM. Let @ be the nrojection of the
anygle © on a vertical plane containing IA, the angle being positive wheon the
vector IA has an upward component and negative when it has a downward comno-
nent. The angle ¢ should be controlled within narrow limits, say +/- 0.01 ra-
dians. As previously noted, the angle @ is easily controlled. With misatian-
ment and radial measurement errors, the actual output of the accelerometer is:

2 2 2 2
A=K +a'+a +K[(@a) = (aN" ) +K_[(ad - (ar)?] +
(o o] P n 2t n oqt P n
1 ,\3 ' 3 S bR
R-[(ar)” - (a') ] +5 _ +5 (2)
z 9] b 5] n
whore terms with subscript "' apply only when the input acceleration 15 pos-
ThEIeeA anmA Eavee— ect bl mslammyed vk ba ) acoliy only vl EloA e accoolorotion \ -
wd v i LUl D ML UL OUR OV L e 1 't/tl.l.j Sy fraalell v LG A S R LTy S [
negative. The true input accelerations are:
a' =sing@ + a (1 +%& ) cose
R |& P & P
(N
a' =sinf_ +a (1 +6 ) cose
n n n n n

wvhere a and a, are the best cstimates of the input accelerations bhases on the
1 .

measured radii plus Corioli's acceleration. The terms FD and Sn are tho inevi-
table noise components. '

Fouation (2) gives the true output of the accelerometer but there is no 2 nri-
ori rnowledge of the true input accelerations a' and a', only the estimated
values a _and a_ are known. Therefore, Eq. (2) 8annot be used to datermine the
coefficiBnts. Ifistead the following approximatc data reduction equation will
e used:

> ~
K =K o+ (L-eda + (1+cda +R[al ~all«
cj op on p D nn 2p n
S22 .33 a
P\oq[a{) -] hB[ap +al ()

a_and a_ were the truc inputs, then c¢_ and c_ would each he »voro and X =
>} n : 8] n on

{ = ® . In general, this will not happen so ¢ a_ and ¢ a  are first anprox-
wn O ) nn

imitions of the errors in the estimated inputs. Before <oing further, o, (43
16 rearranged for betler comeutational accuracy.
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- 3, 2 - o

ch -2y = Kyay Koq’ 3jla; * K3y +c3y “p?p * Kon * Kop (5)
where a, is either a_ or a_ as appropriate. The seven coefficients of Eq.(5)
are detérmined by th8 methBd of 1east squares which results in matrix Eq.(6)

+] 1 . -
:Eféil\ and N_ are the number of data sets (Aop' ap) and (Aon' an), respec

As noted above, cpap and c a  are first approximations of the errors in the

n
estimated inputs. Closer approximations of the input accelerations would then
be:
a' = (1 +c)a
P PP (7)
a' = (1 +c)a
n n'"n

Equations (7) are not quite in the correct form since they do not properly
include the effects of the gravity components sin@_and sin@_. However, if
# anu ¥ are kept small, as is easily done, they w1ll have onl; a verv mi-
nBr effeft. The terms K__ and K will, of course, include the effects of the
Jravity components. P on :

With the improved approximations of Egs. (7). the elements of Eq. (6) are
revised by the following formulas:

4 X}

) WK Kk _

] - l ’ k- '21---,6
S = e cJTal k=

R Z(a;)k = (1« cn)k‘}_'aﬁ, k=1,2,....6 _

(X (.\ - ) [] = l S ~ _ , k.-O, ’?.3

2. o ap)(ap)k (1 + cp) ( Z’(Aop ap)ap cpiap ) 1
¢ ] — + k k _ k"’l -
y Z(:\On -a'i(at)” = (1 c,) [Z(Acm-an)an anan 1, %=0,1,2,3

X In the illustrative model cquation, Eg. (1), the powers k are all inteqers

‘) tut that is not a requirement of the iterative procedure. Thus, Egs.(8) are
S applicable for any value of k whether integral,fractional, or decimal. With

i\ the revised elements substituted in Eq. (6), again solve for the coefficients.
> The new values of ¢_ and c_ may be used to further revise Eg.(6). The itera-
~ tive procedure converges rgpidly so that usuvally only one or two revisions

i) are sufficient.

" ILLUSTRATIONS

C'. -_——

+

o,': The iterative procecure will be illustrated by several examples in which the

o nonlinear coefficients are many orders of magnitude smaller than unity and

D) presumably difficult to determine. All examples are assumecd to have Eg. (1)
as the model equation.

_,.:: EXAMPLE 1. ‘The true performance coefficients of an accelerometer are K =

,;;: 0.024, Koq=—3x10-6g/92, K,= 2x10—6g/gz, and K3=],x10-7_q/g3. The misalignment

".. angles are 9p=0.10rad, ¢p=0.01rad, 9n=0.09rad, and ¢n:—0.01rad. The relative
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racdius measurement errors aref-p=-0.0081n/in and an—0.00Gin/in [see Fq.(™M) 1,

The best estimates of the input accelerations (including Corioli's) are A"

5,10,15,20,30,40,60,80,100,80.50,40,30,20,:5,10, and S5y. For cenvenicnce

with no real loss of generality, let a, =-a_. The truec input accelerations
b

are obtaine¢ from Eqs.(3) which are then substituted in Ea.(2) to get the
trud accelerometer outputs A .. These outputs and the estimated inputs are
substituted in Eg.(6). The s8iution is:

K3 = 9,673,982,2(-8) <, =-9.020,563,0(-3)
Koﬂ =-2.939,262,3(-6) CF =-1.295,24%,4(-2)
he}
KZ = '.881,096,2(-6) Kc_n = 9.971,089,6(-3)

op

Though only eight significant figures are given in the above table, all cal-
culations were carried out to thirteen significant figures. The elements of
E4.{0) are revised by means of Ey.(8) and again solved for the cocfficients.

K3 = 1.000,033,3(-7) ., 3.485,569,4(-6)
ch =-2.997,516,5(-6) -3.152,091,6(-6)
1.000,039,8(-2)
2.999,962,1(-2)

K2 = 1.999,903,1(-6) Kon
K
op
With but one revision of the elements of Eq.(6), the nonlinear coefficicnt:
have been recovered with great accuracy. A further reovision of Eg.{8) using
the above values of c, and cp give the following results.

1,000,000, 3(~7) c, =-2.086,564(-8)
-2.997,004,3(-6) ¢, =-2.5i5,517(-8)
1.999,998,9(-6) K., = 1.000,016,9(-2) (o)
K 2.999,083,1(-2)
cp

R\ AALLLOS.  Sled izl ]
=
Kol

g

The Lecond iteration has caused no significant changes in the results., Note

Uit K“n and Kor are aimost exactly eaual to the bias plus the component nf

ravity <ue to the anglog ¢j, a4 they should he.

<.

BRI

ILwill now e shown Lhat most of the remaining errors in the results of B!
are due Lo Lke vertical components of the misalignment angles.

EXAMITE 2. All parameters will remain the same as in Ex.l except that @ -

¢n = 0. Again using Egys.(2) and (3) to determine Aoi and substituting
the resuits in Eg. (G oalong vith the estimated innut accelerations, it is
o that:

6
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K, = 9.073,982,1(-8) c,

-9.020,462,9(-3)

ch =-2.942,196,7(-6) Cp =-1.29%,243,5(-2)
K2 = 1.881,107,8(-6) Kon = 1,997,002,2(-2)
- K = 1,997,002,2(-2)

Revising the elements of Eq.(5) by use of Eqs.(B), we find:

K. = 1.000,033,2(-7) cr = 3,485,641 ,8(-6)
) Koq =-3-000,545,9(-6) c, =-3.453,061,2(-6)
K2 = 1.999,904,7(-6) Kon = 2.000,023,1(-2)
= 2.000,023,1(-2)
op
A sccond revision yields:
Ky = Y.000,000,1(=7) Ch =-2.088,181(-8)
=-3.000,003,2(-6) c_ =-2.917,764(-8)
cq I (10)
K2 = 2.000,000,1(-6) Kcn = 2.000,000,2(-2)
= ].999!999/9(“?)
cp

Comparing Egs.(9) of Ex.l with Egs.(10) of Ex.2, it is seen that the error
in Konin Ex.1 is due to the vertical component of the misalignment anale.

The errors in the other nonlinear coefficients are negligible. Tf the verti-
cal components had been of the same sign instead of opposite siaqn, it would
have been K2 that would have been affected. With coefficients of thc marmni-

tudce chosen here, it appears that the arbitrarily set limit of +/-0.0"rac.
for the vertical component of the misalignment could he safely relaxer.hut
since it is so easily controlled, why add this error to the others vhich
cannot be controlled.

The next example will show the effect of reducing the input acceleration
range.

EXAMPLE 3. All parameters are the same as in Ex.! except that the innut ranae
has been cut by a factor of five. Let ap T-a = 2,4,6,8,10,12,:4,16,8,2C,
18,16,14,12,10,8,6,4, and 2g.

The output of the acceleromater is obtained from Egs.(3) and (2), as “efore.
With these valucs of ay and Aojsubstituted in Fg.(6), it is found that:

K. = 9.673,998,6(-8) ¢, =-9.027,295,9(-3)

: K =-2.939,267,6(-6) C =-1.20%,5%7,2(-2)
cq r

= 1,949,384,0(- = ©,007,705,0(.7

K, = 1.949,384;0(-6) K. 6,0(-7)

K = 2.990,946,3(-2)

cp




After three revisions of Eq.(6), the results are:

K3 = 1.000,050,8(-7) . =-7.140,64(-9)
ch =-2.997,170,6(-6) Cp =-5.594,10(-9)
K2 = 2,000,009,0(-6) Kon = 1.000,017,2(-2)

K 2.999,983,0(-2)

op
Comiairing the ahove result: with those of Ex.1, it is evident that the errors
with the reduced input range is only slightly higher but it required more
iterations to reach that level of accuracy.

EFFECTS OF NOISE

The question of what effect noise in the input/output data has on the recov-
ery of the nonlinear coefficients has been raised many times but never satis-
factorily answered. Computer simulations will be used to throw some liaht on
this thorny subject. In addition, a method is suqgested for estimating the
noise at any particular centrifuge facility and the effect of that noise on
the recovery of the nonlinear coefficients.

EXAMPLE 4. We vill use the same parameters and acceleration range as in Fx.!
but with - added to the accelerometer output as given in Eqg.(2). A stan-
dard devi. of 1004y was chosen as being fairly typical though possibly
on the higi. side. This noise level is three orders of magnitude greater than
the cubic coefficient and almost two orders of magnitude greater than the
other two nonlinear coefficients.

To yenerate noise, the random number table in "Handbook of Mathematical Func-
tions" by Abramowitr. und Stegun, Bureau of Standards AMS 55 was used to ob-
tain the cumulative probability from which the noise was gotten in terms of
the assumed standard deviation. The noise vs acceleration is listed in Tables
I and Ii. Three readings were taken at each acceleration level and the means
of the three readinygs , given in the last column, were used in Eq.(?) to obh-

tain Aoj' Using the means instead of each individual reading saves work and
wiil not significantly affect the results. Note that the actual standard de-

viation in Tables I and II are very close to the desired 1004g. The outputs
A, and the estimated inputs a, are substituted in Eg.(6) vhich is then solv-

N
)

ed for the coefficients.

K3 = 9.600,940.4(-8) c. =-9.032,592,2(-3)
ch =-2.857,259,9(-6) c_ =-1.295,378,9(-2)
K2 = 1.873,333,6(-6) Kon = 1.000,609,9(-2)
ap = 2.997,413,9(-2)

Alter two scale correstions, the results arce:

Ky = 9.72°,206,0(-8) ¢ =-2.0%8,817(-8)
4 TS0, 10 (-6) € ==2.4061,151 (-8)
o IR
Koo 0.991,719,2(-6) Kep = 1.000,609,9(-2)
Z .
K__ = 3-000,267,0(-2)
op
ihus Jor the +/-100; ranue, the nonlinear coefficients have heen recoverced
8
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TABLE I

a, Ran.# ‘Sp/_,g_ Ran.# Sp/‘—"g | Ran.# Sp/,(g Xpug(ave.)
s|| .28105| -57.94| .36833| -33.63] .46248| -9.42| -33.66
10| .59231] 23.35 .65732| 40.52| .42054] -20.05 11.61
151 .87437| 114.74| .15263|-102.53) .63174] 33.65| .15.29
20 || .24046| -55.21|| .35695| -36.67| .34049| -41.42|] -44.33
30| .62035| 30.64| .81925| 91.26| .42840{ -18.05 34.62 ‘
40 || .04814|-166.32| .53582| 10.99{ .53205 8.04|| -49.10
60 || .45028| -12.50|| .78714| 79.66| .68257| 47.49 38.22
80 || .82758| 94.47| .61435| 29.07| .71902| 57.99 60.51
100 || .01301}-222.61{ .03483|-181.42| .04851|-165.951l -189.90
80 || .71886| 57.95| .71494| 56.79| .81683| 90.34 68.36
60 || .85170! 104.38|| .25986| -64.38|l .94868| 163,23 67.74
40 || .01173|-226.62{ .43644| -16.00{ .14385{-106.32]|| -116.21
30 || .94505| 159.88] ,10369{-126.08{ .71182| 55.87 29.R9
20 || .55343] 13.43) .57315| 18.44| .65914| 41.02 24.30
15 || .94506] 159.88 ,95401| 168.51| .21459| -79.07 3,11
10 || .86490| 110.26] .46005| -10.03| .48711| -3.23 32.23
5|| -08848}-135.03] .79436| 82.17[ .38856| -28.31) -27.06
fp = 0.501 Mg X=0.5024 g
Ub=:9%1{ﬁg %;7uzqug
Ny = 51 N =17
9 03B
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TABLE II

a, '? Ran.# Snug Ran.# Snug PRan . # Sn,qg Xudlave.)
-52 .40666| -23.62 ||.20431| -82.64 [|.82295| 92.65 -1.54
-1oE 40588| -23.82 || .69540] 5!.13 |.94182| 157.03 61.45
-15ﬁ .78237| 78.02 || .52876 7.22 ||.50982 2.46 29.23
-20|' .98247{ 210.79 || .95841| 173.26 |[.49932| -0.17|[ 127.96
-30l .80048| 84.34||.37256| -32.51 [.92543| 144.27 | 65.37
~408 .43328| -16.81 ||.00243|-281.73 |[.26430| -63.02 || -120.52
-oo% .9C087| 128.66 || .01169|-226.75 ||.42308| -19.40]| -39.16
-0k .86556| 110.57||.47673| -5.84 [|.32900]| -44.27 20.15
~100] .67474| 45.31]|.25590| -65.61 |{.23245| -73.08 || -31.13
-80|' .59973| 25.271|.20317| -83.04 |{.97977| 204.86 49.03
-60l' .87379| 114.46 || .02303|-199.51 ||.87377| 114.45 9.80
-40% .37729| -31.264|.03320|-183.58 {|.07361|-144.45{| -119.76
-304 .50276 2.69 || .41020] -22.71 [}.32097| -46.50]|| -22.17
-20 .71455| 56.68||.54137] 10.39 {}.00862|-238.17 -57.0R%
150 .73368| 62.40 || .53316 8.32 ||,52728 6.84 25.85
10, .86418| 109.94 ||.71029| 55.43 [|.69977| 47.63 71.00
-5l .08667|-136.16 || .67017] 44.04 ||.39483] -26.68|] -39.60
.fﬂ = 1.52549 X=1.525ug
q; = 110.234g U&=66 Aug
N= 51 N =17
10 SO3B
A VIR LA P A AN, S Ly

(AN




with only fair accuracy vhich is not too unexpected when one considers that
the standard deviation of the noise is more than an order of magnitude qreat-
or than any of the nonlinear cocfficients. With more data, the accuracy would
be improved. Since noise is a random element, another set of data would aqive
somewhat different results.

EXAMPLE 5. The parameters will be the same as in Ex,q except that the accel-
cration inputs are reduced by a factor of four so that the input range is
only +/-25g. The noise from Tables I and II are applied to the reduced accel-
eration inputs. With this new data solve Eq.(6) for the coefficients.

K3 = 5.056,817,0(-8) S =-9.03%,246,8(-3)
Koq =-1.647,167,6(-3) cp =-1.296,096,7(-2)
K2 = 1.823,734,2(-6) KCn = 1.000,600,0(-2)
ch = 3.000,421,1(-2)
After two scale corrections, the results are:
K3 = 5.268,774,3(-8) c, T 3.915,68(-9)
ch =-1.692,008,7(-6) € T 2.763,92(-9)
Kz = 1.869,478,0(-6) Kon = 1.000,655,5{-2)

= 3.000,413,4(-2)
cn

It is obvious that further iterations will not significantly change the re-
suits. The noise in the data has mace it impossible to accurately recover
the coefficients when the input range is only +/-253. However the results
are of the correct order of magnitucde and may be acceptatle in some arpli-
cations where it is 2nough to know that the absolute value of a coefficient
is less than a specified limit.

-

Note that the error in K3 is very nearly equal to 47 times the error in Fx.4
. 2 ..

and the errors in Koq and Kzare very nearly egual to 4~ times the correspond-

values in Ex.4, which is what they should be theoretically.

EXAMPLE 6. The parameters are the same as in EX.S except that the means of
SiX noise rcadings will be used in EgQ.(2) at each acceleration level. The
additional sets of three noise readings are given in Tables ITI and IV
which were obtained in the manner as were Tables I and TI. The average of
all six readings are given in the last columns of Tables TII and TV which
were used in E¢.(2) to get the outputs A With these Zata sets, the solu-

tion of LCg.(6) gives: o)’
K3 = 1.210,428,0(-7) (‘r. --9.0:6,507,%(-7)
Huq -1.058,200,0(-6) o SRR PRI A R P
K2 = 1.886,721,7(-6) Kon = 1.002,:56,0(-2)

K = 2.998,2%0,9(-2)
op




TABLE TIT

‘ a, Ran.# Xpug I Ran.# }p/ug Ran.# 'fp/ug prg(ave.)
1.25| .59526 24.11} .92315] 142.67|| .67719] 45.71 18.58
2.50 || .26240| -63.60!] .26162| -63.84}| .83339| 96.77 2.19
3.75 || .84892( 103.19|} .44722| -13.27|| .90630] 131.83 44.60
5.00 || .83086| 95.76! .43211| -17.10]|| .33435| -42.80] -16.19
; 7.50!i .42436 -19.08' .92823 | 146.28|| .58295 20.95 42.00
10.0 {| .40238| -24.72}| .65783, 40.66(| .52515 6.31|| -20.84
: 15.0 ! .44643| -13.47| .24899| -67.771| ,14988|-103.70|| -11.72
y 20.0 |l .13956}-108.24]|| .69210| s0.18|| .71863] 57.88 30.23
3 zs.ol! .819821 92.47)l .69255| 50.31 .53869 9.72| -69.75
. 20.0 1l .26636| -62.39|l .77578 | 75.80]| .40823| -23.21 32.55
15.0 || .40577| -23.85]| .59640| 24.41| .03037|-187.55 2.71
10.0 | .83287| 96.56] .20551| -82.21{| .99937| 322.73 -1.98
7.50 | .98899| 229.03l .69117| 49.92]| .95053| 165.01 88.94
5.00 1 .14538|-10%.65{ .81874} 91.06|| .52769 6.95 10.88
3.75 | .83%03| 99.06| .19839| -84.74{| .41330| -21.91 40.29
2.50 || .38351| -27.021 .093371]-132.03{| .81699| 90.40 4.73
1,25 1 L9739: 194'17% .31151{ -49.16{ .12213{-111.64 -7.97
§p = 21.76 g X=11.13ug
S 98.92 uUg 0, =34.84u7
N = 51 N, =17




TABLE 1V

a Ran.# |3 ug Ran.# | % ug Ran.# | % _ug X, wglave.)
I -1.25] .55532 13.914 .4487€¢| -12.88| .48790 -3.04 -2.60
! -2.501 .18801| -88.53| .85319] 105.02| .64892 38.24 39.85
i -3.751 .21093}| -80.32] .86693| 111.21| .39601| -26.73 15.37
: -5.00 .17106| -95.00| .48479 -3.81])| .56877 17.33 50.40
i -7.50( .30177| -51.93} .78314 78.291 .09976]-128.30 15.69
; -10.0 ] .60908 27.694 .47185 -7.06|| .11602}-119.52 -76.74
E -15.0; .25820| -64.89| .47814 -5.48]| .96346{ 179.25 -1.44
-20.0 | .93882 | 154.51§ .98854 | 227.51} .56140 15.45 76.32
-25.01 .64982 38.49) .63799 35.31 |l .40794| -23.29 -7.35
-20.0 | .47967 -5.10) .97013|.188.28| .76580 72.51 67,21
-15.0! .84108 99.89]| .81425 89.37| .830473 97.59 52.71
-10.0} .96198 | 177.43( .08075]-140.01}| .79065 80.87 -40.17
-7.50 | .49192 -2.03); .61946 30.41) .25513| -65.85 -17.32
-5.00 ] .60834 27.504 .04811 |-166.35|] .13948|-11C.27 -70.04
-3.75] .93793) 153.77, .05763{-157.51|| .02645{-193.58 -19.96
-2.501] .55342 13.43}4 .73260 62.07| .22247| -76.39 35. 3%
E -1.25| .66518 42.06]|| .54909 12.34(| .26999| -61.29 -20.95
?n = 9.82ug T X=5.684ig
) g, = 97-3ud : A8y
N = 51 i Nx=17
| -
.
|
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Ccmparing the above results with those of Ex.5, it is seen that doubling the
number of data sets has roughly halved the errors in the non linear coeffi-
cients. However, the errors are still very much greater than those in Fx.4
where the acceleration was +/-100g.

Y

A STUDY OF NOISE COEFFICIENTS

The coefficients obtained from centrifuge data are the sums of the coeffi-
cients if there were no noise in the data and the corresponding coefficients
for the noise distribution alone. This statement appears to be self-evident,
nevertheless its truth will be demonstrated for the skeptics. The noise dis-
tribution will be fitted to the following equation which is analogous to Eq.
(5) except that the input accelerations are the scale corrected ones rather
than the estimated inputs.

. 0y 3 .
- k3(ai) + K

al a! + k,,(a!)2 +k, a'+k, a'+k +k (11)
oy 1 1 S In'n lp'p on op

The matrix equation for the determination of the noise coefficients %y the
method of least squares is:

-

e .M T 3
ks Z?J.(ai)

kcq i‘jlai\ai

K| | B (ap?
(ar] |k, |x| 28 &) (12)
Kip| | Z% p
kon zsn

F#OQJ LZSb ~

where [A'] is the scale corrected square matrix of Eqg.(6).

EXAMPLE 7. Taking the noise from Tables I and II and the scale corrected in-
put accelerations from Ex.4, determine the noise coefficients using Eqg.{(12). i

Ky =-7.472,697,0(-10)

¥ = 8-2631095:9 "8 (1?) i
Koq (-8)

kZ =-8.256,972,0(-9)

when these noise coefficients are subtracted from the corresponding coeffi-
cients in Ex.4, it is found that

K-(_ - k = 9.9991993/0(_8)

z 3
K - x__ =-2.996,822,5(-6)
cq, og
K2 - kz = 1.999;97612(-6)

14 SO3B
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The noise corrected coefficients are closely equal to those in Ex.! vhere the
residual errors are primarily due to the vertical component of the misalign-
ment angles and secondarily to accumulated round-off errors.

EXAMPLE 8,Taking the noise from Tables I and II but cdividing the input accel-
ations by four as in Ex.5 and using the scale corrected inputs from Fx.5, de-
termine the nonlinear noise coefficients. Solving Eq.(12) with this data. we
find:

k3 =-4.616,106,2(-8)

Keq = 1.258,866,8(-6)

kK, =-1.271,418,1(-7)

When these coefficients are subtracted from the corresponding coefficients
in Ex.5, the results are:

Ky - kg = 9.885,106,2(-8)
cq = Ko = =2-950,867,1(-6) (a)
K, - ky = 1.996,620,9(-6)

These are fair approximations to the true nonlinear performance coefficients
but not as good as in Ex.7 where the input range was +/-100g. Examples S an-
8 show how important it is to control noiss, particularly at the lower inmit

ranges. The ratio of k3 in Egs.(14) to Ky in Egs. (13) is approximately &4

and the ratios koq and Ky in Egs.(14) to those in Egs.{12) are anproximate-

ly 16 as expected.

EVALUATING THE NONLINEAR COEFFICIENTS

When an equation is fitted to centrifuge data by the method of least squares,
numerical values will he obtained for each coefficient whether the equation
is appropriate or not. To help determine if the model equation is a viable
onc, the residuals should be plotted to sce if there is any evidence of sys-
tematic errors that additional or different nonlinear terms are required. Tt
must be kept in mind that with too few data points cven purely random orrors
may appear to be systematic.

If there arc nn systematic errors, then one must ask if each coefficient is
significantly different [rom zero at some specified confidence level, sav 907
The Student t statistic is generally used for this determination.

Nonlinear coefficients may appear as artifacts of the data reduction nro-

codure from misalignment .nd radius measurement errors. The iterative Zata
reduction procedure outlined in this paper essentialy eliminates all effects
duc to misalignments or radius measurement errors providing the vertical com-
ponents of the misalignment angles are kept small, sav no more than 0.0° rad-
1alid.
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As was seen in the previous section, noise in the data can have a very pro-
found effect on the recovery of the performance coefficients. The following
steps arc suggested as a means of estimating the effects of noise in any par-
ticular facility for a given accelerometer.

(a) A rough estimate of the noise standard deviation may e obtained
vy recording the variation in output over each of a number of revolu-
tions at a "steady" input acceleration. The noise would properly in-
clude the effect of variation in the "steady" input. This should be
done at a number of inputs over the full acceleration range for the
accelerometer under test.

(k) Construct several sets of tables similar to Tables T and T using
the estimated standard deviation from Step (a). Because of the random
nature of ncise, at least six sets of tables should be constructed.

(c) Using an equation for noise appropriate for the data reduction
eguation for the accelerometer under test as Eq.(11!) was appropriate
for the data reduction equation, Eq.(5), determine the noisec coeffi-
cients for cach set of tables constructed in Step(b).

(d) From a study of the noise coefficients found in Step (c), estimate
the standard deviation of each noise coefficient.

(e) Determine if the standard deviation of each noise coefficient is
compatible with the requirements of the particular application. Do not
overlook the linear noise coefficients since they directly affect the
iterative procedure.

(e) ITf the noise coefficients obtained in Step (d) are unsatisfactory,
then one or more of the following corrective actions must be taken.

(1) Reduce the noise by improving the instrumentation and/or the
centrifuge controls.

(2) Design more rigicé¢ mounting fixtures.

(2) Redesign the accelerometer.

(4) Increase the input acceleration range , if possible. A 507

increase in range will reduce the effect of noise on a cubic co-
cfficient by a2 factor of 3.375 and on a quadratic coefficient by a
factor of 2.25.

SUMMARY

It has been shown how an iterative data reduction procedure can effectively
eliminate the effects:input axis misalignments and radial measurement or-
rors. A method is suggested on how to estimate the effects of noise at a
centrifuge facility on the recovery of the nonlinear cocfficients.
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CONTROL TEST AND VALIDATION FOR A
LARGE DIAMETER HIGH STABILITY CENTRIFUGE

S§. Willis, BSEE; M. Harshman, BSEE, IEEE; B. Popovich, BSEE;
M. Guardiani, BSEE; R. Strane, BSEE; and J. Profeta, BSEE, IEEE
Contraves Goerz Corporation

Abstract

A large (120-inch radius) precision centrifuge test bed is currently
being designed and built. The control system design for(ige
centrifuge is based on the results of a design study completed .
The control system along with a precision drive system controls the
main axis to within 5 ppm g-stability. Utilizing a high speed
computer system, the control system uses state estimation and digital
control techniques. The precision drive system employs AC torque
ring motors.

Introduction

This paper summarizes the design of 2 control system for a large
diameter high stability centrifuge. The actuator drive system design
is also summarized. The centrifuge test and validation considerations
are presented. The design of the control system and drive system
are derived from a design study completed by a team of engineers from
Contraves Goerz Corporation. The Centrifuge illustrated in Figure |
has a 120-inch radius to the intersection of the two-axis platform
axes. The operational range of the centrifuge main axis is from
0.5 g to 50 g. All axes of the centrifuge are designed for
continuous rotation.

- BALANCE SYSTEM ASSEMBLY

LASER INTERFEROMETER

MAIN AXIS
. -- iLT PROBE

R, TWO AXiS PLATFORM
- v . R (TAP)

Fig. 1 Model 445 centrifuge.
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The design goals of the control system are:
1. Control the main axis rate stability to within 0.4 ppm.
2. Position track the two axis platform with the main axis of the

centrifuge to within 1 arc second.

Control System Model

The control system model has three main components: the single axis
controllers; the state estimators for each axis; and the three-axis
coupling model. The overall model is shown in Pigure 2. The input to
the axis controllers are the error signals generated from the axis
commands and the state estimates (8_, ©). The axis command consists

of a position command (©_.) and rate command (9_ ) for each
individual axis. The outpﬁt of the controllers are torSue commands
(r.) that feed the plaat and the torque decoupling matrix. The plant

suSplies the position outputs (8), used to drive the error signals in
the state estimators. The decoupling matrix converts the torque
commands into three decoupled acceleration estimates (8).

The acceleration estimates are the driving input to the state
estimators. The three-axis coupling model generates feedforward
torque commands (Tff) that are added .to the controller torque
commands.

PLANT

A-32780

Ck

(0.0
¥/

tie U 3 SINGLE- T¢
v AXIS o !
amk CONTROLLERS —) T
S

TORQUE
FEEDFORWARD ‘
-CK

TORQUE 0
l) DE-COUPLING ™

-1

MATRIX O, J SINGLE-
AXIS

ESTIMATORS

AA
0.0

THREE AXI5S COUPLING MODEL

STATE ESTIMATOR

Fig. 2 Multi-axis control system.




Three-Axis Coupling Model

To enhance the performance of the control system, a three-axis
coupling model 1is included. The three-axis coupling model is a
computer model of the reaction torques based on Euler’s equations.
The coupling model is given in Equation 1.

-1
I- 213

(8, &) » &+ ¢, (8, 9 (1)

The torques (C, ) are large gyroecopic torques, produced when all
three axes are rgtating simultaneocusly. The three-axis coupling model
counteracts the torque effects by generating togque feedforward
signals (-7,). The torque decoupling matrix (D,s ™) decouples the
acceleratioa” estimates from the torque commands.-’The decoupling of
the accelerations enables the axis controllers to be designed on an
individual basis.

Single-Axis Controllers

Digital . control design techniques are used in the c.sign of the
single-axis controllers. Each controller consists of a position
compensator and rate compensator. Both compensavars 1re digital
filter equivalents of stopped integrators., An error signal,
calculated from the command and state estimate, is input to each
compensator. Illustrated in Figure 3, is a block diagram of a single
axis controller. The position compensation (K1, A, B) is calculated

CONTROLLER PLANT
£F

. <
O I g Ky (AZ +8) K, (C2+D) 1 1
2.1 \Q Z-1 -1 8 8
)
i + y
L L \:
STATE + 2 7 : 3 =
ESTIMATOR L +
-
T
+
1 N\ +
—_ v L
F3 2
T2
2
T
+ +
1 \ + L
T e
+

Figure 3. Single axis controller and state estimator
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by wusing <classical design techniqufi) to <compute the gain and
compensation. Tustin's approximation is then used to compute the
appropriate parameters in the z-plane. The sample time (T) was chosen
sufficiently small (1 millisecond) so as to alleviate any problems
with the controller or estimator operating at slow sample rates.
Root locus design techniques are wused to compute the rate
compensation (K2,C,D). The rate feediforward torque (tf ) is summed in
after the rate compensator. Table 1 summarizes the Galues used for
the gains and compensation variables.

Table 1 Gain and compensation values

Axis Bandwidth Gain Compensation

Loop Pos(Hz) Rate(Hz) Kl K2 A B C D
1 2 60 39.5 156.3 0.319 -0,318 1 -0.911
2 2 30 39.5 15.2 0.319 -0.318 1 -0.893
3 2 8 39.5 2442.2 0.319 -0.318 1 ~0.948

State Estimators

The feedback for each axis is generated by a Luenberger Observer with
an appended tracking system. The tracking system consists of a single
integrator driven by the observer error. This will estimate any first
order disturbance corrupting the plant after the power amplifier. The
appended observer/tracking system will be referred to as an
estimator. Equation 2 is the observer and equation 3 describes the
disturbance estimator. A and M are the system matrices, B is the
input vector, and C and N are the output vectors. -

Each state estimator is a prediction estimator with a position, rate,
and disturbance state. The state estimator model is given by equation
4. It 1is easily seen that equation 4 has the form of equation 5. In
equation 5 X is the state vactor, F is the estimator dynamics matrix,
G is the input matrix, U is the input vector, and L is the estimator
gain vector. Fiqure 3 includes a block diagram of the state
estimator. The 1inputs to the state estimator are  the position
measurement (e_) and the acceleration estimate (©) from the
three-axis couplTng model. The estimator gains (L) can be selected by
either pole placement or by sub-optimal_stochastic techniques. If
pole placement is used, Ackermann's formula® will provide a solution.
I1f a sub-optimal solution is desired, L can be found as the solution
to the Riccati Equation which is the solution to the infinite optimal
control problem.
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X(k+l) = A *# X(k) + b * u(k) + b % d(k) + L * (8 )(k} = C % X(k))
(2)

~

P(k+l) = M » P(k) + D * (em(k) - C * X(k)) d(k) = N * P(k) (3)

X(k+1) A B*N X(k) ’ B
- + u +
P(k+l) oM P(k) 0

-

L
(6g(k) = C * X(k)) (4)

L D

X(k+l) = F #X (k) + G*U (k) + L * (X4 (k) - 6 (k)) (S)

Control System Description

The control system performs all the functions associated with the
control of the centrifuge. Some of these functions include:

Position and Rate Calculations and Profiles
State Estimation

Gyroscopic Motion Calculations

Torque Commands

User Input/Output

Mechanical and Electrical interlocks

The control system consists of three Single Board Computers (SBC’s)
and three Encoder Input/Output Processor boards (EIOP’s). These
boards are housed in a Multibus* card cage chassis. The control
console houses all the power supplies, control electronics, and power
control switches.

Single Board Computers

Hardware. The Single Board Computers are INTEL 18BC386/21s+*
boards. Each board is a Multibus I processor board that contains an
80386-16 CPU, 80387-16 math coprocessor board, and one megabyte of
dynamic RAM (Figure 4). The 80386-16 CFU 1is a high performance
microprocessor that operates at l6-megahertz and conforms with the

* Multibus 1s a registered trademark of Tntel Corporation.
#* {SBC386/2]1 is a trademark of Intel Corporation.




ANSI/IEEE-754-1985 for Binary Floating-Point Arithmetic Standard.
Other features of this board are as follows:

64 kilobyte cache static RAM

One RS-232 serial communication channel

Two programmable timers

Hardware interrupt controller for a total of 16 interrupts
One iSBX*+* (System Bus Extension Interface) connector

Two EPROM sites (up to 512 kilobytes)

Software. Each Single Board Computer will have specific task(s)
that "It 1s to perform. The Supervisor Processor (SP) board will
perform the following tasks:

- Position and Rate profiles and commands - The SP will calculate all
position and rate information from user input. The command will be
converted into radians and radians/second and command to the
Control Processor board (CTP) at one kilohertz rate.

- Communication - The SP will control the flow of information to and
from the user, EIOP’s, and CTP on Multibus,

- Interlocks - The SP will read and process all interlock
information. Some of the interlocks that will be monitored:

o System status ¢ Communication flags
e Excessive rate on axes e Tilt/Radius probes
o Access doors ¢ Power amplifiers
64K CACHE 1 MEG DYNAMIC
803686 CPU MEMORY RAM
37 6 BUS %)7 3
MATH 1832 B
COPROCESSOR BUFFER

RS-232 INTERRUPT
INTERFACE CONTROLLER
16 BIT BUS > ELS:'O;

[C)
188X MULTIBUS
INTERFACE TIMER (2) INTERFACE

Fig. 4 386/21 block diagram

*##iSBX is a trademark of Intel Corporation.
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- User Input/OQutput - The SP will control all terminal and IEEE-488
communication with the user or user computer.

- Tilt/Radius Probes - The SP will process all information from the
tilt/radius probes for output.

The control processor (CTP) performs the following tasks:

- Compensation - The CTP performs the position and rate compensation
of the control loops for all axes,

- State estimation - The CTP performs the state estimation of all
axes.

The coupling processor (COP) performs the following tasks:

-~ Coupling matrix - The COP calculates the three-axis coupling
matrix,

- Torque feedforward - The COP computes the feedforward torques that
are added to the torque commands of the axis controllers.

Encoder Input/Output Processor

The Encoder 1Input/Output Processors (EIOP’s) are responsible for
encoding the position transducer feedback signals and for performing
all 1/0 required to control the centrifuge. To achieve the required
accuracy specifications, it is necessary for the EIOP's to compensate
the encoded position feedback for the repeatable errors of the
position transducers and to compensate the torque commands for
deterministic torque disturbances. The EIOP’s perform these tasks
using a pair of loosely coupled microprocessors and dedicated
hardware and software.

Position Transducers. Each axis of the centrifuge uses a single
speed resolver and a multispeed Inductosyn* to sense position. The
resolver is wused to determine in which cycle of the Inductosyn the
axig is positioned. The resolver is only encoded once after power-up.
After the resolver has been encoded, the Inductosyn becomes the
pesition transducer.

Inductosyns and resolvers both operate on the same principle. Both
transducers are driven with a sine reference signal and return two
sinusoidal feedback signals. The (feedback signals’ amplitudes are
proportional to the sine and cosine of the axis position within the
current cycle.

Ref = A * sine(wt)
Sin = A * K * sin(wt+®) * sin(+¢)
Cos » A * K * gin(wt+8) * cos(¢)

*Inductosyn is a trademark of Farrand Industries, Inc.




= reference frequency

= reference amplitude

= transducer transformation ratio

= transducer phase shift

= axis position within transducer cycle

*-ORYPE

The EIOP’'s encode the position transducers by sampling the amplitude
of the sine and cosine feedback and then taking the arctangent.

EIQP Analog Hardware. Shown in Figure 5 is a block diagram of
the EIOP’'s analog hardware. The major features of the analog
circuitry are:

feedback amplitude sampling section

- Inductosyn are resolver excitation
multiplexed Digital to Analog Converter

and a multiplexed Analog to Digital Converter

The feedback amplitude measurement section includes a circuit that
measures the amplitudes of the feedback signals. The section also
incorporates circuitry to reduce the effects of noise in the
feedback.

The 1Inductosyn and resolver excitation is generated by low pass
filtering the output of a digital timer to produce a low distortion
sine wave. The excitation signals each have independent processor
controlled amplitude and phase. By adjusting the amplitude of the
excitation, the EIOP can cause the maximum amplitude of the position
feedback to be full scale on the analog to digital converter (ADC).
This allows maximum measurement resolution. The EIOP can also adjust
the phase of the excitation. The phase adjustment allows the EIOP to
compensate for the phase shift of the position transducers and low
pass filters. This is necessary to bring the feedback into phase with
the excitation so that the amplitude measurement circuitry may
properly sample the amplitude of the feedback.

The EIOP is able to monitor various analog signals. These signals
include: the power supply voltages, sine and cosine feedback
amplitudes, proximity probe feedback, and the output of the digital
to analog converter (DAC). The ability to monitor the power supply
voltages and the DAC output allow the EIOP to detect an incipient
failure and shut down the centrifuge before the problem becomes
catastrophic.




A single multiplexed DAC allows the EIOP to output numerous analog
signals. These signals include: Inductosyn and resolver drive
amplitudes, ADC offset control, ADC test signals, and the axis torgque
command output.

POSITION
PHASE LOW PASS ’
MANN CPU — TIMERS iy p—— A 3 TRANSDUCER
SHFTERS FLTEARS & EXCITATION

AMP

a-5ea01

sampLe—
MAN CPU —»] OAC MUX AND e —» TORQUE
, COMMAND
- HOLD'S |

PROXMITY SAMPLE
PROBES AND
SUPPLES HOLOD'S MUX ADC | MAN CPU

POSITION AMPLITUDE
TRANSDUCER 1 MEASUREMENT
FEEDBACK

ENCODER __—j

CONTROL

Fig. 5 EIOP analog block diagram

EIOP Digital Hardware. Shown in Figure 6 is a block diagram of
the EIOP digital hardware. The major features of the digital hardware
include:

dual microprocessors

- dual-port-memory interfaces
- a watchdog timer

- and an iSBX interface

The microprocessors in the EIOP consist of a pair of Intel 8018R High
Integration CPU’s each running at 10 MHz. The Main CPU has access to
all 1/0 provided by the EIOP. While the Auxiliary CPU has no I/0 and
simply provides the EIOP with additional numerical processing
capability.

The EIOP’s microprocessors communicate with each other through a
dual-port-memory (DPM). Communication is simply a matter of
depositing commands and data in predefined memory locations within
the DPM. The Main CPU also communicates with the Single Board

Computers (SBC’s) through a second DPM, depositing commands and data
in predesignated memory locations.

The Main CPU controls all analog and digital I/0 required by the
EIOP. This 1/0 1includes: the DAC and ADC, iSBX bus, optically
isolated digital sense 1lines, digital status indicators, relay
contacts for power amplifier control, and feedback amplitude sampling
control.
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Fig. 6 EIOP digital block diagram

The EIOP also incorporates a watchdog timer to monitor the status of
the Main CPU. If the Main CPU should fail, it will no longer trigger
the watchdog, and the watchdog will time out. The time out will cause
the relay contacts controlling the power amplifier for that axis to
open, shutting down that axis. The Auxiliary CPU is also protected.
The Auxiliary CPU must communicate with the Main CPU on a reqular
time base. If the Auxiliary CPU fails to communicate properiy, the
Main CPU will shut down the power amplifier.

EIOP Software. Shown in Figure 7 are the software flow diagrams
fhor the Main and Auxiliary CPU’s. This software covers:

- self tests

- position encoding

- position error correction
- torque error correction

- event pulse calculation

- and system safety check

Self tests are performed by each microprocessor immediately after
power up. The gcelf tests are done to ensure the operational status of
the EIOP. The self tests cover the memory, ADC, DAC, digital timers,
and the encoder control logic.
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The process of encoding the sine and cosine feedback from the
position transducers is a relatively straight forward though time
consuming process. The process involves four steps:

1. Correct the sine and cosine feedback for offsets and gain errors.
2. Take the arctangent of the sine and cosine,

3. Correlate the arctangent output to an estimate of the current
position of the axis.

4. Correct the position feedback word for repeatable errors.

The wuncompensated position feedback is corrected by wusing the
uncompensated position to look up two compensation terms; a coarse
term and a fine term. The coarse term represents the errors which
repeat on a multiple of once per revolution. The fine term represents
the errors which repeat on a multiple of once per Inductosyn cycle.
The two compensation terms are added to the uncompensated position
feedback to form the compensated position feedback.

A-8402

SELF SELF
TESTS TESTS
ENCODER WAIT FOR WAIT FOR
INTERRUPT ™ | INTERRUPT =~ ~" NTERRUPT
SIN AND COS
1 DATA I
ARUPT
DAC OuT WTE § v CORRECT
AND AGC IN T[T ™™ SIN & COS
MISCEL- AC-TAN
LANEOUS ARC-
TORQUE WAIT FOR
————— 4— — — CORRELATE

COMMAND INTERRUPT |

‘ POSN’. AND I

sec TRANSFER RATE DATA

_____ P
m‘r—ennupr TO SBC WwTERRUPT |COMP. POSN.
I ' i
|

EVENT L JesT.RaTES
PULSE TME T 77 Next POSN.

COMP SAFETY

TORQUE CHECKS

— | —

Fig. 7 EIOP software flowcharts
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The torque command to the power amplifier is corrected in a manner
similar to the pcsiticn feedback. The compensated position feedback
is used to index and interpolate a lookup table to find the torque
error correction term. This term is then added to the torque command
to be output on the next position encoding cycle.

The Main CPU also provides event pulses for the testing of guidance
packages and system accuracy. These pulses indicate the occurrence of
a once per revolution or once per Inductosyn cycle event. The pulses
are generated by computing the time to the occurrence of the event
from the next feedback sample interrupt and loading this value into a
digital timer. The timer is triggered by hardware at the next
feedback sample interrupt and automatically generates a pulse at the
precalculated time. Since the digital timer operates from the CPU
clock, the EIOP can generate event pulses with a 100 ns resolution.

To protect system integrity, certain safety checks are made during
the normal operation of the EIOP. These checks include an over-rate
check, a loss of feedback check, DAC/ADC loopback test, and the
communication handshake.

Computer Development System

The development system consists of a Intel System 310AP computer.
This computer is a multi-user, multi-tasking system which will
provide:

A Software development station for the computer control system
RS-232 ports for terminals

Interfacing to the computer control systen

Interfacing to a printer

Magnetic storage media for software storage

For the development of software for the computer control system, the
System 310AP has C-386, PL/M-386, and ASM-386 to compile/assemble
programs. Utilities are supplied to link, map, and debug programs for
the computer control system.

Actuator Drive System

The Actuator Drive System consists of AC torque motors and power
amplifiers, Together they provide the high torques necessary to
overcome the large gyroscopic reaction torques when operating under
simultaneous rates.

A typical AC drive console is shown in Figure 8. The console contains
six power amplifier/power supply sets.

The computer model of the reaction torques based on Euler’s equations

was used to determine the torque motor requirements. These
requirements are summarized in Table 2.
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Table 2 Torque motor regquirements

Main Quter Inner
Parameter axis platform platform
Max. operating 12.7 12.7 12.7
Speed (rad/sec)
Peak torque at 4700 2700 1750
max speed (ft-lb) :
Continuous 2400 1700 1150

torque at max.
speed (ft-lbs RMS)

Fig. 8 Typical AC drive console

AC brushless torque motors were selected for the main axis and the
two-axis platform. These torque motors offer the advantage of a much
higher torque-to-inertia ratio than a DC motor.

The main axis torque motor consists of five individual, three-phase,
wye-connected circuits. The outer platform motor consigsts of four
circuits and the inner platform motor consists of two circuits. Each
circuit is driven by a separate power amplifier. The multiple circuit

configuration makes it possible to achieve the high torques and
speeds simultaneously.
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rigure 9 shows a block diagram of the power amplifier and torque
motor. The power amplifier sinusoidally excites the motor windings to
orient the electromagnetic field. This requires absolute knowledge of
the motor shaft position which is provided by a commutation resolver.
The amplitude of the electromagnetic field is modulated in proportion
to the torque command. The angle of the field is maintained
perpendicular to the permanent field of the magnets (rotor). This
keeps the torque sensitivity at its peak regardless of shaft
position, and minimizes the torque ripple due to commutation errors.

Bach power amplifier is capable of providing a continuous RMS current
of S0 amperes and a peak current of 140 amperes. Current is produced
by pulse-width modulating the 325 VDC bus voltage at a frequency of 4
kHz.

The 4 kHz switching of the power amplifier tends to generate
electromagnetic interference (EMI) which could potentially
contaminate the control system electronics. Therefore, EMI-filtering
consisting of a four-winding balun and L-C filters is incorporated at
the output of the power amplifiers.

The balun provides ground isolation, and the mutual inductance
between windings causes stray ground currents from the motor to flow
back through the fourth winding of the balun instead of into the
mechanical structure where the Inductosyn could be affected.

The L-C filters provide a second-order roll-off which is effective in
attenuating the harmonics of the 4 kHz switching frequency.

TORQUE COMMAND OSCRLATOR T:;;iﬁ;;r
A
PWM DRIVER ’
T o> —~—
L Y
oM
TORQUE ASE M\ A/i 3
ANGLE LOGIC GURRENT 7 < 3
CONVERTOR } H PWM <
\ >
- N
ROTOR
- ANGLE
CURRENT
FEEDBACK y
AROTOR ANGLE - B
CONVERTER ' 3

H 3-PASE
”
—— AC MOTCR
’/
RESOLVER

Fig. 9 Brushless AC servo drive block diagram
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Centrifuge Test And Calibra“ion

This section identifies the most common cantrifuge errcr terms and
the proposed methods of measurement and calibration, It should be
noted that no attempt is made in addressing the post-processing of
UuT data or UUT compensation based on the measurement of centrifuge
parameters,

There are three major areas which introduce ercrors into the
acceleration imparted to the UUT. These areas are grouped as follows:

1., Radius measurement
2, Centrifuge/boom Tilt
3. Rate Measurement

Radius Measurement

The measurement of centrifuge radius in this discussion is confined
to dynamic¢ measurements, The measurement system uses a laser
interferometer and is illustrated in Figure 1. The laser
interferometer is an optical device which is mounted directly to the
centrifuge arm. Optical access is available so that radius growth can
be measured at the UUT with the output available on a continuous
basis.

The laser system is sensitive to changes in temperature and pressure.
To reduce the effect of these error sources, an environmental tube is
placed between the 1laser head and the retroreflector as shown in
Figure 1. The g-stability errors associated with the radius
measurement system for various environmental conditions are given in
Table 3.

Table 3 G-stability errors

Condition G-stability errors
1 degree F 1.7 ppm

0.1 in Hg

0.1 degree F 1.1 ppm

0.1 in Hg

0.1 degree F 0.26 ppm
0.01 in Hg

It should be noted that no attempt is made to identify specific error
sources contributing to radius growth. The intent is to measure the
composite error 1in radius uncertainty caused by all factors (e.g.,
thermal, g-loading, etc.).
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For purposes of this discussion, the radius measurement includes such
error sources main axis wobble, thermal effects, and boom stretch due
to g-loading. Rate uncertainty is composed of several error sources
which are component related (e.g., motor cogging torque, sensor
errors, etc.) which are addressed in the "EIOP Software" section.

Centrifuge Tilt

Tilting of the main centrifuge axis and boom causes the acceleration
input to the UUT to vary sinusoidally with each revolution. This
error is typically eliminated by averaging the accelerometer output
over an integer number of revolutions of the boom.

The centrifuge has proximity probes mounted to the stationary
enclosures to measure boom sag or main axis tilt dynamically. These
probes are illustrated in Figure 1. The major advantages to this
arrangement include the fact that no slip rings are required and the
probes are not subjected to forced convection heat transfer currents.
However, the probe ocutputs are valid for a short time while the boom
swings by requiring fast sample and hold circuits. In the past, this
arrangement was used for radius measurements. This concept was
rejected as a radius measurement technique since the proximity probes
cannot measure the stretch of the boom at the UUT, but must measure
the surrounding structure. This philosophy resulted in utilization of
the proximity probes for tilt measurement only.

The proximity probes can measure with a precision of 0.05 x 10'6
radians. To obtain the precision the two probes must be separated by
40 inches. The distance increases the required range of the probes
but is within the capability of commercially available units. This
measured angle is the average angle between the two points.

The capacitance probe system has the advantage of being simple,
rugged, and easy to use on a daily basis. The initial setup is
critical since the setup is performed while the boom is stationary
and the probes are placed within 0.010 inch of the centrifuge.
Shielding from aerodynamic disturbances 1is required; however, the
shielding 1is not critical since the two probes will see similar wind
speeds.

Rate Measurement

The average centrifuge rate can be determined by measuring the time
required for the centrifuge to rotate through a known angle. This is
typically done by measuring the time required for an integer number
of revolutions. The time is measured with a counter which has a
precisinon time source as its input. The counter is triggered by an
event marker which occurs once per centrifuge revolution. The
accuracy of this measurement is limited by the accuracy of the time
source and the position repeatability of the event marker. A time
source accurate to within 1 microsecond will produce a rate
uncertainty of 1 ppm when measuring a time of one second. & 1 arc
second variation in the event marker 1location yields a rate




uncertainty of 0.8 ppm over one revolution. A simpler solution
implemented on the centrifuge for determining axis rate is to monitor
the rate state of the state estimator. The rate estimate is
explained in more detail in the "State Estimators" section.

Conclusions

The centrifuge control system design plays an integral part in the
overall design of the large diameter high stability centrifuge. The
rate stability design goal represents a significant advancement in
the state of the art of centrifuge design. Some of the key elements
in the design are the position measurement and compensation and the
precision torque actuation. The elaborate controllers and estimators
are limited in performance by the transducers and actuators to which
they interface.
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A CAUSE OF DIVERGENCE IN THE KALMAN GAIN EQUATION
James B. Gose |
. New Mexico State University

- Abstract: this paper describes a source of divergence in Kalman
filters which is inherent in the formulation of the gain
equation. The paper presents a solution to the problem, and
describes the characteristics of the solution,

BACKGROUND
In its original form, the Kalman filter is mathematically described by six
equations:
X1.= A1 x1_1 + e Eq. 1
XU1 s xili_1 + l(1 r1 Eq. 2
wherein ry sy - H1 X1/1_1 Eq. 3
t t -1
Ky = Pijiog By (B ¢ HyPy g gHy7) Eq. 4
wherein P = A, P A t : Eq. 5
1/714=1 M Tqaiz1-1 M q-
-1 -1, t t. -1
Pist = MPiq/aaq Ay + B ROH, Eq. 6

These equations have achieved widespread use since they provide a unique
tool for the discrete integration of differential equations in combination with
the employment of external measurements in a optimal way. This widespread use
has revealed a problem of application - the so-called divergence problem - about
which much is being written in the literature. This problem is one wherein the

. Kalman update (Eq. 1) tends to dominate the solution such that very large
residuals in the measurement (Eq. 2) are encountered. Typically, the more time
points input to the Kalman filter, the larger the residuals that are seen.

A number of explanations have been put forth to explain this phenomenon,

- These explanations have been well categorized by Guard(1976) as:

"= The first category of problem is caused by computational errors. When this
occurs, the covariance matrix can become non-positive definite and the
computational algorithm becomes unconditionally unstable. In classical control
system terminology, the filter gain matrix K1 provides a positive instead of
negative feedback based on the measurement residuals ry.

- The second category of problems with the covariance matrix occurs when the
system to be estimated is improperly modeled, because of invalid measurement
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error or state error statistics, incorrect mathematical model for the state
dynamics, or because of non-linear phenomena aggravated by poor estimation of
initial conditions. If, for any of these causes, Pl/i becomes much too small,

the gain matrix K1 Wwill also be too small.

When this occurs, the correction term Kiri will have negligible effect

on the state estimate, which will diverge from its optimum value. The
divergence in itself causes an increase in errors attributable to the
linearization process, which tends to accelerate the divergence once it starts.,"

As might be expected, these rather sweeping generalities have arisen from a
very large number of corrective algorithms tailored to each application. The
success of the algorithms appears to be strongly related to the degree of rigour
with which the state dynamics can be formulated and to the paucity of variables
in the state dynamics model.

EXAMINATION OF THE GAIN EQUATION WEIGHT MATRICES

Different Covariance Estimates:
A problem would appear to lie in the use of P

1/4=1 (as defined in Eq.

6) in Eq. 5. If we examine the two error terms Ri and Pi-l/i-l in

turn, we will begin to understand the source of a problem. Ri is the
covariance of yi, a variable with Gaussian variability. The

' covariance of such a variable is a constant, i.e. for a sufficient number of
measurements the covariance can be exactly known. Pi/i on the other hand,

is the covariance of an estimate of the state variables at the 1 h instant of
time., Such a variable will have Gaussian variability. This covariance,
however, will not be a constant. For a sufficient number of measures, the
covariance will become zero, i.e. the estimate will be exact,

This is a classic example of the covariance of a measurement in the former
case and the covariance of the mean in the latter case.

It is important to recognize that the use of a covariance of measurements
tcgether with a covariance of an estimate of a mean in a weighted average, will
inevitably result in the elimination of the measurement, It will simply be
weighted out of the solution as we shall see,

Least Squares Formulation:

Before proceeding to a more quantitative examination of the problem, it is
beneficial to present the Kalman filter equations in the format of a weighted
least squares estimate (which, in fact, they are). This provides more insight
into the nature of both the problem, and an avenue for an improved algorithm.

In the least squares estimation process, Mikhail (1976) tells us that we
may consider the solution problem as one of combining two measurements; one an
indirect measurement and the other a direct measurement.

The indirect measurement is described by the equation

Yy = Hix1 + ey Eq. i

The direct measurement described by the equation

X, = X

+ e Eq. 11
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The simultaneous least squares estimate of x is found from:

t -1 v .
x, = (Hy HyH1 + “l) (Hy Hyyi + wlli) Eq. iii

in which Hy and H‘ are weight matrices for the indirect and direct

measurements respé&tively. each being the inverse of its respective covariance

matrix,
For this situation, the covariance matrix for the estimate may be expressed

as:

t,-1 -1,-1
P, = (H"RTH « P ™)) Eq. iv

where R and Pu are the covariances matrices of the indirect an direct

measurements,
Transforming Eq. iii into a recursive format (about the update estimate

11) and substituting Eq. 5, we have:

-1,~1, t
i i 1 *Pisia )Wy

in which X2 Xy 40+ Cixl-i' (C1 is the dynamics state coefficient matrix

to~1 -1
x, = x;, + (H"R 'H R (y; - Hyx)) Eq. v

used for the direct measurement) may be expressed as Eq. 1 by the simple
algebraic manipulation:

X = (I + Oxy -1

EQ. v has been shown to be identical to Eq. 2 (see attached).

= AX

Decomposition of the Mixed Covariances Equation:

We now are ready to attempt a more concise examination of the problem posed
by the mixing of the two types of covariance matrices in the Kalman filter,
Proceeding to the decompositien of the covariance equation shown in Eq. iv
above:

-1 -1t to-
Pi/i =z Alpu Ai + H1 R

and substituting P

-1 - t
Pisi 3 APy q/1oq Ay ¢ HROHY Eq. 6

Expand this by substituting successive values of P

1
Hy

for Pu

‘IA t

1-1/71-1
-1

1-k/1-k 2"
simplifying our notation. Since A and R are both constants in any given
application; we may write:

ne1
(51, 2{ AkatR-1Hk(At)k Eq. vi
k=0

-1 -1

n~1
Parzn =& Pos0

Examining this equation near some limiting conditions: - As the time between
samples becomes small then A approaches I. Also note that PO/O = g a constant,

n
-1 -1 to-1
Parn = 8 ‘Z"i“ Hy
i=1
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or P = gR(R + g jz H H )" Eq. vi.a ]

n/n
n =1

since :Z = n times a constant, Eq. vi.a tells us that as
h

infinity. | 4 approaches 0 and P

n/n approaches infinity,

n approac n/n

From the foregoing, we correctly conclude vhat the Kalman filter equations
weight the measurements by some constant, while weighting the update by a value
which approaches infinity. Clearly this will result in the divergence problem
so widely seen in the Kalman filter,

A SUGGESTED ALTERNATIVE ALGORITHMLEM
How do we remedy the problem now that we can see its origin?

1) Use a revised Kalman update covariance relationship, and
2) recognize that the inaccuracy in the update is at least as large as
the measurement error plus any extrapolation (update) error.

Following these two lines of thinking, one may readily rewrite Eq. 6 as
follows:

P R L R I N T T T I T e R T I T
eSSt RS S S S F A I S N S N N YT I - T

P Y T Y e Y I I I YT I T T
2 52 S S PR N A I A T R P R P T R A R e e R e

wherein both error contributions are covariances of observations and P i/ is a
covariance of the estimate of the mean.
It will also follow that Eq. 5 will become:

P e L T R e O T I T I I T T I I e
I I R I e - s P R R I R e R e R F R R -

Figures 1 and 2 show the behavior of Eq's. 6 and 6.a, respectively, near
the limits discussed above.

Figure 1 depicts, for the mixed covariances of Eq. vi., the relative
contribution of the Kalman update and the measurement data to the final
estimate, versus the number of points which have been ._stimated since the
initialization of the Kalman filter., Note that in Figure 1, the combined
estimate approaches the Kalman update quite rapidly. The measurement
contribution to the final answer being only 9% at the tenth point, and 2% at the
twentieth point.

Figure 2 depicts the error using Eq. vi.a. This equation, of course, is
not a function of the number of points since the initialization of the filter.
It uses the trace of the covariance matrices to show the behaviour of the total
covariance against the Kalman update covariance and the measurement covariance,
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Note that total covariance approaches a constant as the measurement covariance
becomes large (contributes less to the total covariance). Also note that the
total covariance does not grow inordinately as the measurement covariance
becomes small (contribution to the estimate becomes large). In summary, neither
error Will cause the other to be weighted out of the solution.
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ATTACHMENT

PROOF THAT THE KALMAN WEIGHT COEFFICIENT K. IS THE SAME AS THE CORRESPONDING
LEAST SQUARES COEFFICIENT from Gose (1981;. :

Tne recursive form of the least squares development shows a coefficient term of

te =1 =1y, to =1
i1 Ry Hy + Py 1 HRy

The corresponding coefficient from the Kalman filter formulation is:

t t,-1
1= Pyygqfly Ry « HePyy GHD
These two may be shown to be equal as follows (dropping the index for
convenience),

The relationship,

(H

K

-1y=1,t =1

(% r~ '« p=Y " ubr? - pebCR . weat)!

may be shown to be an identity by front multiplying both sides by

(a1 r~ ' + Py,

then by back-multiplying both sides by
(R + HPHY)

to obtain

R TR « HPHY) = (%R~ "W « P~ VypntI,

which simplifies to

H R~ 'R « R~ Thpu® = wEr~Twewt o+ Pt

which becomes the identity

H® + w R~ Vuput =  r'uen® + ut.

QED.
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RATE AND DYNAMIC TESTS ON THE CANADIAN STRAPDOWN
GYROSCOPE (05G-7)

1.0 BACKGROUND

In 1979, DREO became involved in the development of a unique
strapdown gyroscope which now, 7 years later, is reaching fruition and
showing good potential for numerous DND appiicaticns.

This development 1is the Litton (Canada) two-degree-of-freedom
(TOF), tuned rotor gyroscope known as the C(SGR-2 (Canadian Strapdown
Gyroscope, Mod 2).

1.1 Development Background

The (SG-2 gyro design was developed by Litton Systems (Canada)
Limited (LSL) as an engineering exercise and was subsequently proposed to
the Canadian Government for a technological grant. With the assistance
of funding from the Canadian Department of National Oefence the
development program commenced in 1982 and was concluded in July of 1983
with the delivery of two instruments. )

The C(CSG-2 gyroscope has several wunigue features, the most
significant of which are the 'machine-from-solid' flexure mechanization
and the use of sophisticated laser welding techniques during the assembly
process. The overall design promises high instrument performance at low
cost due to the ease of manufacturing techniques employed.

2.0 DESIGN AIMS

The CSG-2 was developed around a requirement for a Canadian
bore-hole survey tool. The overall aim was to meet the requirements of
that application while rendering a design which would be directly
useable, or easily modified, for high rate aircraft applications or low
rate aerospace applications. Miniaturization was not considered to be a
major criteria for the design. A typical tuned rotor gyroscope
mechanization is shown in figure 1.

In order to meet the performance and adaptability requirements there were
several design aims;
- to design magnetic circuits for high rate applications
- to develop rotor construction methods for improved stability over
gyros of similar design.
- to design suspension for high stability and
- to implement low cost components and improved assembly methods.
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2.1 Unique Aspects of the Design

As the intent was to utilize the thermal properties and resulting
improved bearing life of hydrogen fill gas, the use of low cost Samarium
Cobalt magnets was initially ruled out. This was due to the hydrogen
absorption and embrittlement phenomenon. Platinum Cobalt magnets were
used for their known long term stability. The development of processes
to eliminate Samarium Cobalt embrittlement was initiated at the time of
this decision and is ongoing. In fact, the most recent (SG-2's employ
Samarium Cobalt magnets plated with nickel alloy.

2.2 Rotor Construction

For high mass stability and reduced tnermal drifts it was de¢ided
thet a close tolerance, all-welded construction should bLe the design
aim. The design consisted of two suspension shaft rings welded together
(single gimble), the suspension assembly welded onto the rotor, and
magnets welded into the rotor. Laser welding was successfully developed
for the whole rotor assembly.

Considerations had been applied in selection of materials for component
to component weldability. While welding of Platinum Cobalt to the rotor
material was found to be quite feasible, the reduction in field strength
in the heat affected zone was seen to be undesirable. Spot welding
reduced this affect, hut did not offer sufficient joint strength, so a
fine epoxy adhesive joint was used in the initial gyros. This problem
has since been rectified through the design of a special fixture which
permits uniform laser welding of the rotor.

2.3 Suspension Design

The design is based on "machine from solid" cantilevered flexures.
It consists of doudble rings, inner and outer, which are initially aligned
using precision slots machined into the base of the rings. The flexures
are machined in line in each axis using Electro Discharge lachining
(EDM)., To produce an opposite angle double flexure in two positions in
each axis, the rings are simply rotated thru 180°. They are keyed in
position using the same precision slots to provide good coplanarity of
both axes, then laser welded together. See figure 2.

At that stage there are already two semicircular slots machined in
each ring by EDM which, after assembly of the suspension are joined by a
“separation" EOM operation. This "frees up" the suspension into a hub,
single yimbal, and an outer ring, which is now welded to the rotor. This
technique yields a single gimbal suspersion with "built in" flexures and
welded construction without unstable epoxy adhesives.
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2.4 Low Cost Approach

The approach taken was to aim for low cost design where possible,
with low cost redesign in mind for higher accuracy applications. The
real cost saving achieved is in the assembly and balance of the CSG-2:

Assembly - The whole gyro assembly is broken down into
sub-assemblies for ease and cost effectiveness of
manufacture. Interchangeability for differing
applications is thereby designed in.

Balance - The rotor and suspension have no adjustment screws for
mass unbalance and pendulosity; anothar source of
performance instability is thus eliminated. Balance is
achieved by material removal. The long term intent is
for volume production balance to be performed on an
automatic laser machining station.

2.5 C€S6-2 Design Goals

The initial specifications to which the CSG2 gyro was designed, in
general, fall withir the 1limits of a medium accuracy inertial grade
instrument as shown in table 1. The initial design called for a large
torquer scale factor to demonstrate the high rate performance
capabilities of the instrument.

A gyroscope was delivered to the Defence Research Establisment
Ottawa (DREO) in September 1983 for evaluation in the DREO Inertial
Navigation Laboratory. A photograph of the CSG-2 gyro is shown in figure

3.0 GYROSCOPE TESTING AND EVALUATION

3.1 DREQ Inertial Navigation Laboratory

The DREO Inertial Navigation Laboratory was designed to be a highly
versatile and flexible test facility for inertfal components and
systems. The core of the facility is a Contraves-Goerz 2-axis motion
sinulator {(Model 57CD) capable of azimuth rates from 0- 1000 deg/sec.
System support equipment {includes variable frequency wheel and signal
generator supplies controlled by a highly stable frequency source. Data
acquisition is accomp lished automatically through an LS-1
micro-processor connected to all test equipment by way of an 1ELE-438
bus. Uata reduction 1is performed on other site computers providing
analysis and plotting capabilities. A photograph of the laboratory is
shown in figure 4.




PARAMETER

Random Drift
(°/Hr)

Non-G Sensitive
Drift (°/Hr)

Non=G Drift
Repeatability
(°/Hr)

Non-G Drift Temp.
Sensitivity
(°/Hr/°F)
G-Sensitive Drift
(rss)

(°/Hr/G)
G-Sensitive Orift
Repeatability
(°/Hr/G)

G-Sensitive Drift
Temp.
Sensitivity
(°/Hr/G/°F)

Wheel Speed (Hz2)
(Resonant freq.)

Torquer Scale

Factor (°/Hr/mA)

Torquer Resistance

Torquer Axis
Alignments

Motor Power, Start
Run

wheel Run-Up
Time
Operating Temp.

Table 1

DESIGN GOAL

<0.005
<3.0

<0.01

<0.01

<10.0

<0.02

<0.05

100 Hz £ 5 Hz
(4 pole motor
driven by
400 Hz)

>1400

<50 Ohms
<19. 39 mrad

<8 Watts
<3 Watts

<30 sec.

155°F

MEASURED
VALUE

0.0025

5.0
(3.0 possible)

0.0065

0.005

4.18

0.0073

0.019

115 Hz (mean
of 4 gyros)

1504 (mean of

4 gyros)
Predict 1730
at 100 Hz

56 Ohms
6.9 mrad Max.

7.25 Watts
1.56 watts

8 sec.

155°F

CSG-2 Design Specifications

TYPICAL
INERTIAL
GRADE GYRO
SPEC' NS

<0.005
<4.0

<0.007

<0.014

<0.5

<0.02

<0.04

COMMENTS

Systea com-
pensated

Turn on, to
turn on

System comp,
with G~level
information

Turn on, to
turn on
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3.2 Test Fixturing for CSGZ2

In order to perform laboratory tests on the two-degree-of-freedom
CGS-2 gyroscope, a fixture with very precise adjustment and alignment
capabilities is required. In addition, temperature control, stability
and uniform heat distribution are critical. A very precise three-element
mechanical fixture was designed for this purpose.

The fixture consists of an aluminum temperature-controlled gyroscope
fixture, a rotation element and a two-axis tip and tilt positioner. A
photo of the figure is shown in fixture 5. The fixture provides
positioning capability about each of 3 axes with an accuracy of 3 arc
seconds. The fixture also provides very uniform temperature control
since the entire gyroscope is enclosed, heaters and temperature sensors
are uniformly distributed and the entire assembly is covered with 1/2
inch of polycthylene foam and isolated from its base by 1/4 inch quartz
washers. Temperature tests have consistently shown a temperature
gradient of no more than 0.6°C over the length of the fixture with
temperature stability at the belly band of the instrument of #0.05°C.

Figure 6 shows the CSG-2 mounted in its alignment fixture on top of
the motion table.

3.3 PFPreliminary Tests

Upon delivery of the CSG-2 gyroscepe, instrument integrity tests
were performed. These tests included gyro time constant, figure of
merit, tuned speed, pickoff offset angles, motor start and run power and
runup time.

These tests were followed by static tests for the determination of
drift coefficients (bias drift, g-sensitive drift, gl-sensitive drift
and cross axis coupling terms) as well as drift stability, torque
generator sensitivity and temperature effects.

The results of these tests are shown in Table 2.

Of particular interest is the random drift or drift stability of the
instrument. This type of performance is indicative of an inertijal grade
gyro useable in medium accuracy applications.

Figures 7 and 8 show olots of random drift for the x and y axes
respectively over a 25 hour period. Both axes are horizontal with x
north and y west.
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Figure 5., (CSG-2 Alignment Fixture
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Figure 6.
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PARAMETER

Torquer scale factor Ky
Ky

Torquer axis misalignment

Motor start power at 12 VRmS
Motor run power at 7.5 VRMS
Run-up Time RUT

Pickoff scale factor Kpgx
Kpoy

Pickoff Offset Xox( x)
Xox( y)

Figure of Merit Fp
Tuned Frequency F. Mechanical
Electrical

Time Constant

Random Drift
SRA Vertical

Non g-sens drift BDy
(bias)BDy

g-sens drift
MUX

g2-sens drift
D(x)xx
D(Y)yy

TEMPERATURE

1642 Deg/Hr/Ma
1671 Deg/Hr/Ma

-850 Arc sec.
-1373 Arc Sec.

8.0 Watts
2.0 Watts
8.2 Sec

0.716 VRMs/Mrad
0.720 VgmMs/Mrad

3.2 Arc Sec.
-4,7 Arc Sec.

240

105.5 Hz

422

108 Sec.
0.00579/Hr (1)
0.0041%r ()
-1.429 Deg/Hf
+5.136 Deg/Hr

+3,351 Deg/Hr/g
+3.357 Deg/Hr/g
~1.635 Deg/Hr/g
+1.551 Deg/Hr/g

+0.016 Deg/Hr/g2
+0.022 Deg/Hr/q2

690C

)

Table 2 (CSG-2 (S/N 003) Test Results Feb 87

Using DREO RL-2 Loop
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Temperature sensitivity of the gyro is less than 0.02 deg/hr/°C in
both non-sensitive and g-sensitive drift components.

Drift repeatability for both non-g and g-sensitive drifts was less
than 0.01 (deg,hr/g).

The effect of temperature on the drift coefficients of the
instrument was determined from multi-position tests performed at various
gyroscope temperatures; 500C, 690C (normal operating temperature) and
800C. Some results are shown in Table 3.

The effect of limited temperature changes on the drift coefficients
of the gyro seems to be very small and is within the measurement error of
the test system.

S04cC
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500C 690C 800C
|
BDy(deg/hr) -1.446 -1.429 -1.539
BU,(deg/hr) 5.335 5.136 4.983
D(X)x(deg/hr/g) 2.863 3.351 3.704
D(X)y(deg/nr/g) -1.623 -1.635 -1.650
| b(Y)y(deg/nr/g) 2.861 3.357 3.689
] D(Y)x(deg/hr/g 1.528 1.551 1.546
t D(X)yx(deg/hr/g2) 0.008 0.01o 0.01
l; D(Y)yy( (deg/hr/22) 0.002 .0022 -0.028
TABLE 3

TEMPERATURE SENSITIVITY OF DRIFT COEFFICIENTS
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4.0 STRAPDOWN RATE TESTS

At this point we have shown that, indeed, we have a gyroscope. But
if it is to be usable in strapdown applications, one has to characterize
instrument performance under rates and dynamic conditions.

As a first step, let's look at typical performance requirements for
a S/D gyro in medium accurancy applications, skown in Table 1.

4.1 ANALOG REBALANCE LOOP SPECIFICATIONS

The static tests described above were performed wusing a very
low-current analog rebalance loop obtained from Litton. Litton Canada
does not perform any rate tests on their production gyroscopes and, as a
result, have never had a need for a rebalance loop supplying more than a
few millamperes of torquer current.

Rate testing of a straoiown gyroscope requires a rebalance 1loop
capable of supplying a wide current range. In the case of the (SG-2, it
was decided that a rate range of * 1.0 rad/sec was desireable and that
the rebalance loop r also be capable of sensing and controlling the
random drift of the - -ument ( 0.01 deg/hr).

An analog rebalance loop was designed at DREO to the specifications
shown in Table 4,

A detailed description of the loop can be found in DREO Tech Note
TN 86-10. The design is registered as a OND invention under file number
1416-86-0C! (D Pat A), dated 17 January 1986.

4,2 Loop Design

The DREO rebalance 1loop, designated RL-2, consists of two
direct-axis, analog torgue-to-balance (ATBL) loops. For constant rate
tests, no crass-axis loops (to compensate for acceleration) are necessary.

The direct-axis loops compensate for constant angular input rates.
When an input rate is applied to the case of the gyroscope, the pickoffs
sense the resulting change in attitude between the case axis and the
rotor axis. The pickoff output signals are fed to the analog rebalance
loop which then generates a precision current which is fed to the
case-fixed torquer coil of the gyroscope as a direct rebalance current.




CONDITIONS: RL-2 SCALING RESISTOR = 50
GAIN = 16 ma/V RMS

RATE RANGE: + 1 rad/sec
LINEARITY: BETTER THAN + 3 PPM
STABILITY: + ,0002 m rad in 60 MIN (less after warm-up)
T+0.00001 deg/h-)
RANDOM NOISE: .00005 mrad RM5
P.0. OFFSET ADJUSTMENT: + 48 ARC SEC
GAIN ADJUST: 0 to 300%
INTELRATOR CUT-OFF: 3.3 Hz
NUTATION FILTER CUT-QFF: 170 Hz
NUTATION FILTER PHASE DELAY: -540 at 60 Hz,
-889 at 90 Hz
-1800 178 Hz

Table 4 DREO RL-2 Specifications




i rovides the restoring torque to maintain the gyro at it's null
gglitfgn. The rebalance currents to.the torquers are also ﬁamg1ed a%ha
measure of input rate and this provides the readou§ mechanization. y ?
sampling instruments in the DRED laboratory are h1gh-prgcision digita
voltmeters which sample the voltage across an oil-filled precision
sampling resistor in each arm of the rebalance loop. These meters are
tied directly into a computer-controlled data collection system.

4.3 Rate Test Procedures

The data of most significance to us is the stabjlity and linearity
of the gyro scale factor. In addition, we would like to examine the
effects of torguer current (i.e. rate) changes on the scale factor
including transients and temperature effects.

4.4 Scale Factor Stability

The stability of the torquer scale factor is determined through
rotating the gyro about each of its input axes, in turn, at a constant
rate for several hours while measuring the torquer current. The peak to
peak variation in the current determines the scale factor stability.
Figure 9 shows scale factor deviation for the y-axis at a rate of 20

?: deg/sec over a period of approximately 12 hours. The scale factor
Eg stability is better than 60 ppm.

4.5 Scale Factor Linearity

Linearity of the scale factor over the entire rate range of the
gyroscope is very important, particularly in higher grade inertial
applications. Due to the nature of a strapdown gyroscope, the instrument
is forced to undergo large current changes in the torguer coils due to
changes in input rates about each axis. The effects of torquer heating
due to current changes can be significant resulting in changes in torquer
scale factor and, thus, scale factor linearity over the dynamic range of
the gyroscope. Scale factor linearity is determined by rotating the
instrument at successive constant rates over the entire dynamic operating
range of the gyroscope. In the case of the (SG-2, this is * 1 rad/sec.
The scale factor at each rate is determined and deviation from nominal
(static) scale factor is plotted. Figure 10 is a plot of scale factor
deviation from linearity for the y-axis. Scale factor deviation is
2 approximately 1800 ppm over the rate range of the instrument. This
- deviation is due almost exclusively to torquer neating effects. This can
be shown through scale factor deviation tests performed at various
controlled gyro temperatures. As can be seen in Figure 11, scale factor
varies by 500 ppm/OC change in torguer temperature. This agrees with
calculations done on the platinum cobalt magnet material and the changes
in magnetic field strength due to temperature. Figure i2 shows that
although scale factor linearity is affected by temperature, scale factor
stability is not. Scale factor stability at 50, 69 and 80OC is plotted.
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Scale factor linearity at low rates is also significant. Figure 13 shows
scale factor deviation from O to 5 deg/sec. Note the large deviation
(*+* symbols) cue to earth rate and drift errors. The ‘'*' plot is a
‘corrected' szale factor deviation wherein the gyro drift terms have been
removed te improve linearity. The correction is a simple one and would
ordinarily be performed in compensation software in an operational system.

4.6 Rate Changes

The effect of changes in input rate has already been shown to
produce changes in torquer scale factor of a predictable and repeatable
nature. Another important area is the transient analysis of these
changes.

In order to characterize the effects, the gyro was 'stepped' from
one rate to another and back again at regular intervals. The effects on
scale factor and transients were studied.

Figure 14 shows successive steps between 25 deg/sec and 45
deg/sec. Note the transient in the scale factor of approximately 100 ppm

i over an interval of several minutes, settling to a stability of €0 ppm,
{ An expanded view of a single step is shown in Figure 15. Note, also, the
l absolute change in scale factor between the two rates which is in
. agreement with Figure 11. Further analysis of dynamic effects are
! underway including transient effects and angular osciliatory tests.
4
3 5.0 POTENTIAL SYSTE: APPLICATIONS
y 9
After assessing the existing and future commercial and military
market places for inertial technology, significant opportunities for a
] Canadian system based on the CSG-2 have been identifier in the following
; areas:
y
"
- AHRS Attitude and Heading Reference System
- MINS Marine Integrated Navigation System

- HINS Helicopter Integrated Navigation System
- Land Vehicles

- Satellives

- Drones and RPV's

- Synthetic Aperture Radar (3AR)

5.1 Attitude and Heading Reference System (AHRS)

LSL Canada is presently under the sponsorship and direction of
Defence Research Establishment Ottawa (DREO) to incorporate (56-¢
gyroscopes into a strapdown AHRS system. The system being used for this
demonstration contract is the LTN73, a development system.

S04C

24

} PWha o~ 4 o F Wl Lo S WWES W SV Vo . o

r- 7A ”7:_7.7 ! < D6l s o W e u € AAA Y A G K AR Y o L 9. ¥ 0 N ACAONSABANO U MR U AN




S3ley MO 1B A31J4R3ULT J03IR4 3[RIS | 3Unbyy

(oes/6ep) 31vY OHAD
oy 0¢ 02 01 00 Oy 02 0¢ Oy 06

So4c

. T T T T 1T T 1 TT T 00009
—4 00005-
-3 0000%-
-4 00008 ®
i >
\ —400002- m
+ >
/ — 00001~ Q .
¢:||+.|¢:\\\+w+ o h
Rk AT T i T e — st #l**llxlﬂ|ﬂuw....“ = 40 N
\+' m
<
+\ —J00001 3
=
O
\ ~ocooz 2
+ —
VW/IH/Q S'859L -4 'S TYNIWON o000 ©
28 833 p2 :31V0 3
0,05 ‘:3YNLVYHIIWIL -4 0000t
A ‘SIXY
€00 N/S 2-9SD NOLLIN
ALIHVINDN ‘4 'S ‘31011 =] 0000s
00009




sas/bap gp-6z ‘sabuey)y ajey 4| gunbiy

[ &)
3
(unu) IWIL
OSL OvL Oty Oct OLL Q0L 06 08 OL 09 OS Oy OE 02 Ol 0
FrorrTrT T T T T T T T 0
0S
001
-1 0S1L
~1 002
~osz &
>
Loom_.ﬂ
Jese
dooy S o
Josv O
00S 7
<
Ommw.
009 O
4
o
he)
3

o

Yye9t 4SS TYNINON

28 HYW L1 :341vad

0408 ‘:3YNLVHIIWIL

A SIXV

€00 N/S 2-9SJ NOLL

(S/Q SP O1 S2) d31S 31VYH 21111

00L
0,072

dodbo Attt 1 1 1
3

0s8
006




295/63p gg-g “dais Ijed 3buig gy sunbrLy

S04C

(uw) INWIL
Ob 886 9€ £ ¢t Ot 82 92 ¥Z2 22 02 8L 9L ¥+ 2L OL 8 9 ¢ 2 O
T T T T T T T T T T T T 0
LS9l 4'S TYNINON 002
48 934 9L :31vad
006 ‘3HNLVHIdWNIL

A SIXVY 0.0, 4
€00 N/S 2-9SO NOLLN t
(S/Q S€ OL S) d31S 3LVH :31LIL 009 O
3
r
m

-1008 w -
O o~

)
-1 0001 5
o
oozt T
>
i 3
ooyt O
Z
—ooor 3
3

—30081

-1 0002

0022

I SRR Y o ¥ £ 2" Y MR o LN KRR Y O M DA o~ o 2 R SO KO AR OO A RS OCC TR [ LS ewrsme ‘ldeoweasd



5.2 Marine Integrated Navigation System (MINS)

In a Marine application, the performance and reliability of a CSG-2
system could be exploited in conjunction with Kalman filtering techniques
to establish an accurate position fix for vessels of varying sizes. In
addition, the navigation and attitude information would facilitate the
system's integration with a fire control system. A system of this nature
could be retrofitted to existing ships, or submarines or incorporated
into new vessels.

5.3 Helicopter Integrated Navigation System (HINS)

Within the world marketplace, Canada operates in excess of 2,000
helicopters, the second largest fleet in the world. Of the Canadian
total, the department of National Defence (DND) operates just under 200
vehicles, about 10%. The military role, coupled with the continued
advances in technology and the general degracation of logistics support
as equipment and components grow older, demand that the Canadian Fforces
initiate midlife or system update projects. Consequently, a very large
market avails itself to the manufacturer for a Jlightweight, cost
effective HINS. It is believed that a system based upon the (SG-2 could
address both the commercial and military markets.

5.4 Land Navigation

A land navigation system acts as a self-contained gyrocompass
performing initial alignment to determine inertially derived vehicle
attitude and heading and, when coupled with vehicle velocity information,
carries out the navigational computations.

Many existing land navigation systems are bulky, expensive and
imprecise. With the potential advantages of a system based upon the
C5G-2, it is believed that a compact, inexpensive system, with operating
features superior to those currently available can be developed.

5.5 Satellites

The Canadian Government is presently interested in the Canadian
Attitude Sensing System (CASS) developed by Spar with a highly accurate
attitude fix, enabling the determination of the attitude of a spacecraft
and the position of its associated sensors. A (SG-2 based system could
be employed to process the data from the sensor and, in future
applications, as an attitude control system responsible for the attitude
of the spacecraft,

5.6 Remotely Pilotea Vehicles (RPV) and Urone Programs

The marketpiace for Urones and RPVs has opened tremendously over
the past several years offering application to both the civil and
military marketplace. Potential <c¢ivil applications include border
patrol, coastal traffic detection, disaster control, surveying, realtime
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meteorological data, fire fighting, riot control, damage ascessment,
corporate security and various emergency contingencies. A variety of
military applications also exist such as surveillance and reconnaissance,
target acquisition and laser designation. At present Uefence Research
Establishment Valcartier (UREV) is interested in the development of this
area using the CSG-2 gyroscope.

6.0 CONCLUSIONS

The C(CSG-2 gyroscope s a unique, (anadian-developed strapdown
inertial instrument which shows potential for use in a wide variety of
applications at a low predicted cost. Instrument performance is highly
repeatable and reduction of thermal effects can be achieved either
through changes in the torquer coil magnet material or through software
compensation in system applications. Random drift and scale factor
stability are very good and show promise for long term, stable instrument
performance,
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In 1980 the German Goverment, realizing that RLG
technology was very important for future inertial
quidance and control applications decided to
establish an RLG technoloyy base in Germany.

The German Ministry of Defence (MOD) then issued
a request for proposal to German industry for

an RLGC development program.

Against strong competition Honeywell Germany won

the development program and was awarded the contract
in March 1981 (see Fig. 1). The customer was the BWB,
the federal Office for Militacty Technology and
Procurement of the MOD. The contract asked for

the development of four modular built RLGs.

A modular RLG consists of two separate

modules, a resonator block module and a laser

gain tube module. Each module can be independently
pretested and after that mounted tugether

irn a rigid structure to form an RLG. The advantage

of such a design is the increase of manufacturing

yield which at the time of the contract award

would have reduced the manufacturing cost considerably.

Since the major goal of the contract was the F
development of the RLG technology the specification

data were fairly marginal (see Fig. 2) and !
had only to be proven at room temperature.

The delivery date which was called out

was May 1984, three years and 3 months after receipt

of order.

Horneywell Germany was able to get Carl Zeiss

in Oberknchen (West-Germany) as a subcontractor
fo. all the RLG glass parts including mirrors.
leiss 15 a well known optical company that has i
been in the optical business for over 100 years.
In fact 1t was Zeiss that in 1935 1nvented

the dielectric coating technology which today

is used for the manufacturing of all RLG mirrors.
It was also Zeiss that supplied the lens for

the camera with whith Mr. Armstrong took the first
pictures on the surface of the mogon during the
famous Apollo 11 missioun.
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We received support from the DFVLR (Deutsche Forschungs-
und Versuchsanstalt fir Luft- und Raumfahrt)

(German Aerospace Research and Test Establishment)
which is known because of its engagement in the

Space Lab missions. The DFVLR did some

earlier research on modular RLGs, to establish

the specification for the development contract.
During the course of that research they also
developed measuring equipment for mirror reflectivity
and scattering which was significantly used for

the evaluation of the first laser mirrors.

We also received support from Honeywell Military
Avionics Djvision in Minneapolis, MN. When

Honeywell Germany received the technology contract
the U.S.-Honeywell division was already in

RLG series production.

With the approval of the U.S. Department of State

a Technology Transfer Agreement {(TAA) was

set up between these two Honeywrll facilities

which covered the following assistance: (see Fig. 3)

- Assistance in evaluation and selection of
German suppliers of ring laser gyro components.

- Support in the design block diagram formulation
and candidate geometries.

- Assistance in the definition of evaluation
programs at the Honeywell, Germany facility
to evaluate breadboard gyros fabricated
during the course of the program.

The following restrictions were called
out (see fig. 4):

- No design or manufacturing data on any RLGs
currently in development or production in
the U.S will be provided.

- No production process or RLG component technology,
critical or not, will be provided

- No mirror or mirror related technology will be
provided.

- Only lock-in avoidance techniques developed
outside the U.S will be used.

- 0Only non-U.5. subcontractors and/cr technology

will be used for mirrors, laser gain tubes,
glass block material and machining gechnology.
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Despite this TAA having more "No's" than
"Go's" it was of great help because it got us

started in the di ion, L 2

and insPalqegr%pegewlrcefgla%nrog?n dfe‘algl%Pf h vacuum
’ equipment and began hands-on experience with
RLG related technologices (see Fig. 5).

At same time that the RLG was being designed

we developed the mirror specification in order
to get Zeiss started on the mirror coatings

i and the block manufacturing. Also at that time

we had discussions with Schott in Mainz,

a Zeliss subsidiary, (which is only 50 miles

away from the Honeywell Germany factory) in order
to understand the special properties of

the low expansion ZERODUR material which

1s used for resonator block and mirrors.

Within two years Honeywell Germany demonstrated

the first modular RLG to its customer (see fig. 6),
the BWB of the German MOD. The device looked
like an RLG and performed like one.

P et SN 8 A S Al

' However, it had an unexpectedly high scale

factor non-linearity which could not be explained

by geometrical deformations of the resonator
block. During the following months extensive
testing proved that micro movements of

the Laser gain tube in the resonator block,

such as take place during thermal expansion

caused by one or two degrees difference in room

temperature, resulted in large differences in

output pulse rate. Since there appeared to be

no practical way to make the mounting structure

for the Laser gain tube sufficiently rigid,

(see Fig. 5),a decision was made between the

customer und Honeywell, Germany in Summer 1983,

to switch the development goal from a modular

to an intergrated RLG with the gas discharge

in the resonator block. This also helped

the production cost situation, because a modular

RLG is about 20% more expensive than the

integrated version.

K S04D
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It took snother two years of development. Despite
leaving the gas discharge in one leg of

the ring resorator (see fFig. 7) in order

to keep as many charged particles of the

gas discharge as possible away from the mirrors
first tests proved that new qas discharge resistant
mirrors had to be developed.

In fall 1985 we delivered four RLG's to the IABG,
an MOD funded German test facility near Munich,
for testing.

The test results are stated in fig. 8 (The

S/N 005 RLK was added to the contract later

for Honeywell internal testing). It is

cbvious that the S/N 004 RLG is considerably

worse in performance than the average.

The explanation are 12 temperature sensors which
are mounted to the laser block for special gradient
measurements. The dampening of the dither motion
caused by the connecting wires is responsible

for the performance degradation.

A closer look at the other data shows that

despite the mirror losses notvaryina to

much a large variation in scale factor non-
linearity can be observed. That means that

besides a special positioning procedure for the
mirrors other means have to be considered to
optimize the lasing triangle.

Honeywell Germany, received a follow-an

contract in May 1985 (see Tig. 9) for the
development of a medium accuracy RLG (0,01 Deg./h).

The award of this contract led Honeywell

Germany and Zeiss to make some major investments
in the RLG development area. New and bigger
lavoratories were builc, using the recent
experience to custom tailor the new development
facilities. Honeywell installed inertial
measurement laboratory containing a two - axes
rate table and a temperature chamber permitting
thorough evaluation of the development

RLGs.

10
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C. Zeiss (Germany) developed procedures to
improve the mirrors and to build resonator
blocks with the now required higher accuracy.
After some iterations Honeywell Germany
demonstrated the first German RLG with
navigation accuracy to the customer in

March, 1987 (see fig. 10).

In addition to the specification from the
customer Honeywell had applied its own
requirements to the new RLG: For compatibility
reason it was necessary that the new German
Horneywell RLG (GD 4003) became a form, fit
an function RLG to the RLG GG 1342 from
Honeywell, Minneapolis. For this reason we
also had to use an isosceles triangle shape.
As clearly visible in Fig. 10 it was decided
to keep the gas discharge in the base of the
triangle. The major improvement is a second
movable mirror which helps to stabilize the
lasing triangle io position where it sees
the least possible lock-in.

First inertial testing under room temperature
proved that Honeywell, Germany has reached its
first milestone (Fig. 11) on the way to RLGs
with navigation accuracy. The next milestones
are the evaluation of the RLG under environ-
mental conditions and delivery of four gyros
to the IABG near Munich for official testing
by the customer.

At the same time we are beginning & production
engineering phase since delivery of the first
production German RLG is scheduled for mid
1991. This will be in time for the use of

the German RLG in the H423 LINS

(US-standard navigator) which has been selected
to upgrade the German F-4F fleet and will

be manufactured under U.S. license by Honeywell
Germany.

\\\“ 14 504D

Ve~ cauliche informstion der Honeywell Sondertechnik




oL B

S04D

15

.C,u‘.,\,%oo.,ﬂ_ HOLLYOLA 1) €001 C9 9'1d

.
L..r‘.w\.\. & ‘NM.....'



11 brd

504D

RSN R S O I

wdd G| X &0V WIS

s/, 1°0 » ” - 300) .

16

up/. 9000 - ARG NOCTIVY

U/, £0°0 : (vQ 0L 2xQ) | el

(9%t - 31) SO0t CO A0 SLINGHl J S et v et

ANVYWHIAOD

| :&3?.:6-



PROCEEDINGS VOLUME I

Due to time constraints, the following papers were not presented at the
symposium.

“Application of Knowledge Bagsed Systems to the Maintenance of Inertial System
Electronics,” Kenneth B. Cohen, Directorate of Inertial Engineering,
Aerospace Guidance and Metrology Center, Newark Air Force Station, OH

(soup1)
“Convective Heat Transfer and its Effect on Inertial Measurement Units,” John
J. Meehan, Rockwell International, Autonetics Strategic Systems Division,
Electronics Operations, 3370 Miraloma Avenue, P.0. Box 4192, Anaheim CA

(soup2)
"Reference Position Vector," Nancy McClanahan, 6585th Test Group, Central

Inertial Guidance Test Fucility, Holloman Air Force Base NM

(souD3)

PROCEEDINGS VOLUME I
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APPLICATION OF KNOWLEDGE BASED SYSTEMS TO THE

- MAINTENANCE OF INERTIAL SYSTEM ELECTRONICS

1 June 1987

Kenneth B. Cohen
Electronics Engineer

Directorate of Inertial Engineering
Aerospace Guidance and Metrology Center
Newark Air Force Station, Ohio
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INTRODUCTION

Knowledge baged systems are computer programs that 'capture
the knowledge' required in order to perform a task. One of the
primary advantages of automating a process iz that the knowledge
possegsed is not lost when that individual leaves the
organization. Also, these systems are very useful in training
new employeas and bringing them to the level of the syatem. This
report will examine the process of ’'capturing the knowledge’
required in fault isolation of electronic modules.

Three knowledge system shells (all available on personal
computers) were evaluated and compared using a benchmark circuit.
This 12 by no means an exhaustive list of the packages
available. This report will also examine some of the problems of
integrating a computer based system into the present work
environment.

It was concluded that knowledge based systems might have
application to the problem of electronic fault isclation, but
the packages examined for this report contain one major drawback.
The procesa of knowledge engineering (that is extracting the
knowledge from the expert) is extremely labor intensive. The
sof{tware used contains no provision for circuit analysis and
functional testing. This means that the development of a
knowledge based system must be undertaken for each individual
module, with little recycling of the information.

BACKGROUND

The FB-~111 aircraft ugses an inertial navigation system called
the N~16H. This unit requires over 40 different electronic
modules in order to function. The system and its modules are
repaired at the Aerospace GQuidance and Metrology Center (AGMC) at
Newark Air Force Station Ohio.

The N-16H unit ia repaired according to a three tiered
system. The N-16H unit itself is a line replaceable unit (LRU).
It a failure occurs with the LRU, it is8 removed from the aircraft
and replaced with a good unit. The unit that was removed, is
then returned to the intermediate shop (I-shop).

The I-shop igolates the faulty modules and inertial
components. These modules and components are shop replaceable
unita (SRU). The faulty SRU is removed and replaced with a good
SRY from another LRU. When the unit requires overhaul beyond the
ability for the I-shop to repair, the entire N-16H unit is
returned to the depot (AGMC) for repair.

S04D1
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At the depot, faulty modules and inertial components are
removed, repaired, and returned to the N-16H unit, which is then
returned to the field.

The electronic modulea of INS are costly to repair, but more
costly to replace. The isolation of faulty components requires
highly trained personnel.

THE PROBLEM

If the process of electronic module repair is to be
automated, it i3 proper to look at the current method of repair.
When a module is received in module repair, the first gtep is to
perform a functional test. The functional test congists of
simulating the electronic stimulus received by the module in the
inertial navigation gystem. If the module passes functional
testing, it ia then returned to the INS level as a good module.

Sometimes, the functional test ig sufficient to igsolate the
failed component. More often, the technician or engineer must
further probve the module while it i3 on the test station in order
to isolate the faulty component. If this is not gsufficient, the
technician or engineer may then remove power from the module, and
take gstatic resistance measurements. Additionally, he may
stimulate only a portion of the circuit and get a characteristic
reading which can be compared to a good module’'s characteristic,.

Once the faulty component has been isolated, it is replaced
and tested again. This process is repeated until the modile
passea functional teating.

There are two types of errors that can occur during fault
isolation. 1In a type I error, good parts are replaced, and the
cycle must be repeated. This results in a waste of components
because removed components are rarely reused. In a type Il error,
nothing iz replaced even though a faulty component exists. This
results in wasted effort because the faults are usually
discovered after the unit is installed in a higher assembly. The
unit failing in higher assemblies is more costly to repair than
11 the fault is caught at the lowest possible assembly.

There are several shortcomings to this system of repair.
Firat of all, the functional test should ideally isolate to the
component level. However, many of the functional tests do not.
Second, there is not always feedback to the test techniclian/
engineer that his choice of componentas to change wag correct.

One technician/engineer may test the module one day, and another
may test it the next. Third, sometimes the test zaquipment iz not
precige enough to give correct readings. Fourth, it is posaible

S04D1
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that the test is not all inclusive, and may not show the failure
that occurred in the field.

Another problem presents i{tself in the repair of electronic
modulegs. The technician must have a knowledge of electronic
components and circuit analysis. @Given that a circuit does not
perform as it should, the technician must be able to locate
likely faults to test. Otherwise, the zearch for faulty
components is without direction and time consuming. This
process (called shotgunning) leads to type I errors, i.e.
replacing components which are not faulty. A knowasledge based
system could be developed which would have the required
information about the modules and eliminate the process of
shotgunning. )

KNOWLEDGE BASED SYSTEMS

5 ANl TSR OCS X SEEERP 2 X AN IR X O A S i o R Pt s B i " V. B W T,
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Knowledge based systems are computer programs which use
knowledge to solve problems. The programs reagson (inference)
over the knowledge available to come up with the best solution.
These systems are also commonly called expert gystems.

Knowledge based systems are beginning to be usged in buzginess
and industry to aid in routine decision making. Knowledge based
systems also assist in training personnel to increase their
proficiency, allowing highly trained personnel more time to
devote to problems requiring their expertise.

SHELLS

Three knowledge based szystem shells were evaluated for this
paper. They are:

a. M.1 by Teknowledge

b. GEMS (Q3eneral Electric Maintenance System)

¢. EXSYS by Exsys Inc.
Each software package has features useful in this sort of
project.

M.l i3 a language for fast prototyping. This program runs
under MS-DOS on microcomputers. It requires at least 512
kilobytes of memory in order to run. This language i3 a
rule-based, backward chaining inference engine. A text editor
capable of outputting an ASCI! file (such as Enable or PCWrite)
ig necessary to use thig package. The knowledge base is a gelf
contained text file which igs easily readable.

ho [ -ovpoants. lesomnev, o S opgpt oW

&

Rules in M.1 are in the form of if then., Interfacaing to

external programs may be writien in C or 2agembly languages. M.1
version 2.1 will allow up to 2500 rules and fants and has the
So4D1




ability to segment the knowledge base intco several fileg of up to
2500 rules each. M.] will perform arithmetic functions, and will
deal with uncertain knowledge. Information can be typed in, or
can be entered by way of user-defined menus. Executable versions
can be created to protect source code programs. AFLC has
committed to using M.l for in-house prototyping. Appendix 1
contains a sample consultation and the knowledge base for the
benchmark using M.1.

GEMS is the General Electric Maintenance System. Developed
by General Electric for the Air Force Flight Dynamics Laboratory,

'. -
L

GEMS is optimized for fault isolation. This program runs under
} MS-DOS on microcomputers. It requires at least 512 kilobytes of
%; memory in order to run, )
?ﬁ There are two different types of files created for GEMS.
aX- Truth table files contain possible types of failures that can

]

occur. This type of file also contains the inferencing. Normal
Boolean lngic i8 used to represent the inferencing. GEMS uses
truth tables to isolate the failure condition. Truth tables are
created using an internal editor. Fact files contain questions
and explanation information. The fact files provide some
provision for friendly interfacing. A text editor is necesszary to
create ASCII fact files. Because the program uses numerous files,
it is slowed down by the disk access time.

GEMS contains the ability to display visual information from
a video disk. This feature could be used to display schematics,
part locations, or test sequences. QGE {8 developing a pixel
§) graphic system that would serve aome of these purposes lesas 1

T expensively. GEMS also had provision to try the highest failure ,
\ mode first, s0o {t learns what is the most promising path.
Appendix 2 contains a sample fact file for the benchmark system. ;
& !
o EXSYS was obtained as a demonstration package. This program :
uﬁ. runs under MS-DOS on micrecomputers. It requireg at least 320
420 kilobytes of memory in order to run. It is a backward chaining
) inference engine that also allows forward chaining. The key
feature of EXSYS is that it is very easy to generate rules. No
N ' external editor is required, and it i3 not necessary to remember
Qﬁ any syntax. The rules are developed mostly using menus. It is
RS also possible to make an executable copy of your knowledge ba:ce
Qﬁ using EXSYS. Rules are if then else type. EXSYS w:ll suppor: a

knowledge system of 5000 rules on a PC. The EXEYZ benchmark
program is included as appendix 3.
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KNOWLEDGE ACQUISITION

The process of knowledge acquisition desired for each system
is the same. The knowledge is possessed by the 'exper*’ and
acquired by the 'knowledge engineer’'. For thisg report, one
person served as both 'expert’' and 'knowledge engineer’.

The 'Expert’ may be the person who operates the system
better than his fellow workers, it may be an engineer who
possesses particular knowledge about the operation of the
modules, it may be the reference material (schematics, etc.), or
most ideally, it is a combination of these. The exper~ is the
person who performs the task much better than average. He is
probably the person who others go to with problems. The problem
to be solved should be one that he can work eazily.

The 'Knowledge Engineer' acquires the knowledge from the
'expert’. This may be done by a combination of research and
interviews as appropriate. There should be a continual
interaction between the expert and the knowledge engineer as the
expert tests the knowledge base to determine if it has drawn the
right conclusions.

EVALUATION

A benchmark was developed in order to evaluate each of the
knowledge based systems shells used. The benchmark i3 a small
section of the thermcelectric amplifier module. The section
tests for an overvoltage condition of the 60 volt power supply.
The schematic diagram for this circuit is shown in {igure 1.

foervoltage circmt of

Thermotlectric im.
Yedule of M6l 1S

20 1 4

AGURE. |
S04D1




This benchmark was chogsen because it is a aimple circuit
that is eagily understood by the knowledge engineer. No
interview process with the expert waa required. This circuit is
tezsted with an automatic tester in the module repair area. The
automatic tester simply isolates the fault to this section, and
it ig lett to the technician to isolate to the component.

§
g

A comparisgson of the three expert system shells is contained
in figure 2.

COMPARYSON OF SHELLS ON BENCHMABK

M.1 GEMS
Type of tfile - ASCII Type of files - fact 1iles -
Number of files - 1 ASC11
Size of tilea - “4kBytes tablea -
Other metrics - 7 choices compiled
10 rules Number of files - 8 tables
8 questions 21 fact files
8 metafacts Total Size of files - ~10 kBytes

(control statements)

EXSYS
Type of file - not ASCII but readable from EXSYS editor
Number of fllesa - 2
Size of File - "3 kBytes
Other metrics - 7 choices

11 rules

9 qualifiers

(parameterg to check)

FIGURE 2

Each of the systems ran too quickly to try to gauge the
comparative time of running. The syatems ask for the next
response almost immediately after each queation i3 anaswered.

Only GEMS ias different in this reapect. GEMS must call between a

b e dsss s oS sy S Sre e SRR Y A

i; number of files stored on the disk. It 18 almost instantaneous
) until {t requires another file. Then you are limited to the disk
s access time. This problem could be molved using a virtual memory

disk emulation.

a 4
a

- R

Tl
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The development time for each system is also difficult to
compare. The knowledge engineer had training in M.l prior to
beginning the project, but had to learn GEMS and EXSYS on his
own. GEMS was the easiest to visualize as a problem for fault
isolation, as GEMS was designed for this sort of problem. It
took more time to convert the problem into one for M.l type
reasoning, but the problem wag solved with EXSYS by directly
using the knowledie base created for M.1l.

The development system of EXSYS is the easiest to work with,
EXSYS has its own editor which assists you in developing the
system. It ensures that the knowledge base will be
syntactically correct. M.l does not have its own editor, so it
is necessary that you learn the very simple syntax. Any text
editor can be used for development, and the knowledge basge is
written in ASCII. The syntax is very understandable to the
expert, so he can directly read the information. GEMS hasz a
slightly more complicated syntax, but gseems best suited to the
solution of this type of problem.

CONCERNS

Human factors - One of the concerna of the knowledge system
developer ig that the system will be uged. Will the computer
diagostician be accepted by the human technician? One way to
solve the problem of human acceptance is to make the computer
diagnostician as transparent as poassib*=. The mature knowledge
base would be integrated intoc the existing automatic test

station. If hosted on a personal computer, the computer and its
knowledge base program would act as a 'knowledge server’. The
exigting test program would query the knowledge base at
appropriate times. An interface can be written for M.l to allow

it to act in this manner. The development engineerz at General

Electric have gaid that a similar interface is planned for GEMS.
It is unknown whether EXSYS hag or will have the capacity to act
automatically.

Software completenesa - Another concern in beginning to
develop an knowledge system is8 the validation and verification ot
the system. For the computer diagnostician, it is necessary that
the gsoftware be complete. All posaible faults should be
accounted for. For a project such as module repair
diagnostician, all possible faults are not known. The faults
may be in any component, combination of components, wiring, or
test equipment. Therefore the engineer would have to be familiar
with the coding and operation of the knowledge base. He could
then add to the system when gaps were found. Aa the system
matured, the engineer would have to make fewer and fuwer
corrections.

soad
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LESSONS LEARNED

The primary problem encountered in develozing the benchmark
knowledge systems, and subsequently in developing a complete
module repair advisgor is the problem of knowledge acquisition.
The module repair advisor requires an expertige about the
circuits which is virtually nonexistent in any one person. The
N-16H system i8 over 20 years old, and the knowledge about the
functioning of the circuits must be obtained using exhaustive
circui’ analysis. None of the packages used in this study have
any mechanism for creating a knowledge base given a circuit.

The knowledge must be explicitly encoded by tha knowledge
engineer.

Another problem encountered is that thec tests are not all
inclusive in fault isolation. Therefore, it was necessary
to develop static tests using ohmmeters and signal tracers.
Signal tracers input an electrical signal acrosgs a component and
develop a characteristic curve for a given component., If the
curve deviates from the expected curve, the component is
congidered faulty and ias replaced.

SUMMARY

The process of developing a knowledge based syatem would be
very labor intensive. Many of the new weapon systems now being
fielded are designed in such a manner that this sort of add-on
diagnostic program would be unnecesgary. A new systems may
already contain fault isolation capability in {ts test system.
The cost of the current method must be compared to the cost of
implementation and the cost savings of a knowledge based system.
The high turnover rate of experienced test technicians makes a
knowledgs based system such as this feasible. The N-16H asystem

will probably be fielded long enough to make this feasible, as it
is a large worklocad.
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g0
What step did the failure occur in?
l cf 100

Is the voltage at -V equal to -12 +/- 0.2 volts”?

vhy '
M.l is trying to determine whether the following rule is
applicable in this consultation:

kb-23:
if minusv = fail and
pinr = pass
then fault = ¢l15-or-r50.

The following entries are also under consideration:

kb-2 (a rule)
kb-1 . (an initialdata)

Is the voitage at -V equal to -12 +/- 0.2 voltg”?

options
Your response must be chosen from the following:
pass, fail.

Is the voltage at -V equal to -12 +/- 0.2 volts?
{ail cf 100
Does pin R measure between -11.8 and -12.2 volts?

options
Your response must be chosen from the following:
pass, fail.

Does pin R measure between -11.8 and -12.2 volts?
pass cf 100

The fault appears tc be in either RS0 or Cl5.
Remove the module from the test adapter.

Using an ohmmeter, check RS0. It should measure
between 9.5 and 10.5 kohms. Check Cl15 using

the signal tracer and the capacitance bridge.
log off
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initialdata = [step,consultation_over].

if faulds = X and
message(X) = Y and
display(Y)

then consultation_over.

/% questions & legalvals */
question(step) = '
What step did the failure occur in?

legalvals(step) = integer(1,23).
question(pine) = '’
Is the voltage at pin E equal to.60 +/- 1.2 volts?

legalvals(pine) = (pass,faill.
question(va) = '
Is the voltage at +V(A) equal to 12 +/- 0.2 volts?

legalvals(va) = (pagsg,faill.
question(minusyv) = '
Is the voltage at -V equal to -~12 +/- 0.2 volts?

legalvals(minusv) = [pass,faill.
question(crS5-cathode) =’
Is the voltage of the cathode of CR-S between 6.15 and 6.25 voltsg?

legalvals(crS5~cathode) = [(pass,faill.
question(z7pin3d) = '
Is pin 3 of Z7 between .95 and 1.15% volts”?

legalvals(z7pin3) = (pass,fail).
gueztion{(z?7pin2) = '
With the adjustable power supply set to 60 +/- 1.2 v,

ig the voltage at pin 2 of 27 between .81 and .86 v?

11 S04D1




legalvals(z7pin2) = {pass,tfaill.

question{(ping) = ['
Does pin S measure between 11.8 and 12.2 volts?
",

legalvals(pins) = ([pasgs.faill.

question(pinpr) = [’

Does pin R measure between -11.8 and -12.2 voltsg?
'J.

legalvals(pinr) = (pasgs,faill.

if step = 1 or

gtep = 4 or

gtep = 5 or

egtep 3 6 or

gtep = 7 or

etep = 8
then block = 1-det-2.
if step = § or

step = 6 or

gtep = 1

then 27pin6é = fail,

/® fault %/

if minusv = fa{l and
pinr = pass
then fault = ¢lS~or-rS50.

if va = fail and
pins = pass
then fault = cl4~or-r4g.

i1 block = {-det-2 and
z7pin2 = pags and
27pind s pass and
z7piné = fail and

a va = pass and
&

minusv = pasgs
' then fault = z7.
1f block = i-det-2 and
z27pin2 = fail and
pine = pass
4
\]

then fault = r42-or-r4é6.
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1if block = {i-det-2 and
27pind = fail and
crS5-cathode = pass

then fault = r47-or-rS53.

if crS5-cathode = fail and
va 3 paseg
then fault = six-pt2-supply.

if pins = fail or
pine = fai{l or
pinr = fail

then. fault = sgtation.

message (27) = [’

The fault appears to be in the area of 27.
Remove the unit from the test console.

Using an ohmmeter, check the resistance of
R40. It should be between 075 and 825 k ohms.
It the resistor is bad, replace it, otherwise
replace 27. 1f the problem still persists,
call the module engineer.

'],

message(r42-or-r46) = (°

The fault appears to be in the area of R42 or

R46. Remove the unit from the test adapter.

Using an ohmmeter, measure the resistance of R42.

It should be between 14.7 and 15.3 kohms.

The resistance of R46 should be between 2.9 and

3.1 kohms. 1If these both check ocut, snd no

visible problem exists, contact the module engineer.
'],

mesgage (r47-or-r53) = [’

The fault appears to be in the area of R47 or

R83. Remove the unit from the test adapter.

Using an ohmmeter, measgsure the resistance of R47.

It should be between 2.91 and 2.97 kohms.

The resistance of R53 should be between 207 and

213 kohms. 1f thesze both check out, and no

visible problem exigsts, contact the module engineer.
"],

message (six-pt2-supply) = ('

The fault appears to be in the 6.2 volt supply.

Measure R34. 1t should

be between 648 and 712 kohms. Check CRS with the signal
tracer. It shculd show a diode pattern. If{ these all check
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out and no vigible problem can be found, contact
the module engineer.
y].

message (station) = ('

The fault appears to be in the test station.
Contact Teat Equipment!!iii]

'].

message(cld-or-rd49) = ('

The fault appears to be in either R49 or Cl4.
Remove the module from the test adapter.

Using an ohmmeter, check R49. I should measure
between 9.5 and 10.5 kohms. Check Cl4 using
the signal tracer and the capacitance bridge.
C15 or RSO

l].




FILE: 0107

LONG-NAME .
27 PIN 6 will not switch
EXP
IF PIN 6 OF 27 wi1ill not switch,
. THEN Z7 1S FAULTY.
TEST
SUBSTEP
Set the Kepco power supply to 78 V.
SUBSTEP
Is pin 6 of 27 between -9.5 and -12 VDC.

yes --- PASS (F1l1>
I

no =--- FAIL (F2>

FILE: 0137
‘ LONG-NAME
' pin R “-12V
3
’ EXP
, Is -12V available to the module.
[}

TEST

SUBSTEP

Using the VOLTMETER, measure pin R.
This should measure between -11.8 and

: -12.2 Volts.
yeg --- PASS (F1>
no =--- FAIL (F2>

15 S04D1
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Subject:
Benchmark for the module repair consultant

Author:
Ken Cohen AGMC/SNM Newark AFS OH

Starting text:
This program is the benchmark for the N16h module repair advisor. It
uses the Thermoelectric Amplifier module (SQA) from the N16h system.

Uses all applicable rules in data derivations.
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RULES:

-t T G E W W G e e W EwE®®e®-e®eesee

RULE NUMBER: 1

The step that fails is 1 or 4 or 6 or § or 7 or 8

THEN:
The block is i-det-2

RULE NUMBER: 2
IF:
The step that fails is 1 or 5 or 6

THEN:
27 Pin 6 is fail

- e A e e N e o et M e M M e e -

and The vcltage of Pin R is -12 +/- 0.2 Volts

THEN:
Cl5 or R50 - Probability=l

RULS NUMBER: 4

TF: 17
The veltage at Vi(a) ig not 12 +/- 0.2 Volts
and T+ A~ at pin S 12 12 /- 0N D Y-k~

|
o
[
i
¥
)4
i
RULE NUMBER: 3
IF:
The voltage of -V is not -12 +/- .2 Volts
)
g
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THEN:
Cl4 or R49 - Probability=l

J T T T e e e RN S R A

RULE NUMBER: S

1F: .

The block is i-det-2

and 27 Pin 2 is .81 to .86 Volts with the adjustable power supply set to 60
+/- 1.2 volts

and The voltage of Z7 pin 3 is .95 to 1.15 volts

and 27 Pin 6 is fail

and The voltage at V(a) is 12 +/- 0.2 Volts

and The voltage of -V jig =12 +/- .2 Volts

THEN:
27 - Probability=sl

3
3
!
&
E

L

RULE NUMBER: 6

IF:
The block is i-det-2
and 27 Pin 2 is not .81 to .86 volts with the adjustabie power supply set
to 60 +/- 1.2 volts
and The voltage at pin E is 60 +/- 1.2 volts

THEN:
r42 OR r46 - Probability=1

RULE NUMBER: 7

IF:
The block is i-det-2
and The voltage of 27 pin 3 is not .95 to 1.15 volts
and The voltage of CRS5 cathode is 6.15 to 6.25 volts

THEN:
R47 or RS3 - Probability=1

I ettt T T I A e
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RULE NUMBER: 8
IF:

The voltage of CR5 cathode ig not 6.15 to 6.25 volts
and The voltage at V(a) is 12 +/- 0.2 Volts

THEN:
6.2 Volt supply - Probability=l

T T T T R R I R

RULE NUMBER: 9
IF:
The voltage of Pin R is not -12 +/- 0.2 Volts

THEN:
test equipment - Probability=1l

D e R T R A e R R TS A

RULE NUMBER: 10
IF:
The Voltage at pin S i8 12 +/- 0.2 Volts

THEN:
test equipment - Probability=1l

- m T e W e e W T e e e W E e

RULE NUMBER: 11
IF:
The voltage at pin E is not 60 +/- 1.2 volts

THEN:
test equipment - Frobability=l
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Abstract

The objecLive of this paper is to discuss the effects of convective heat
transfer on the performance of inertial systems. This paper discusses the
types of errors caused, their effects on calibration accuracy at both the
system and instrument levels, and the total effects on flight accuracy of the
system. The report draws on empirical information from the MX guidance system
program at both the instrument and system level.

Convective heat transfer is seldom considered, difficult to analyze, and,
in most cases, easily aliminated.

- Introduction

Convection is the transfer of heat by a moving fluid, either gas or
liquid. Natural convection occurs when the fluid motion is self induced due
to deusity changes in a gravitational or acceleration field (i.e., g sensi-
tivity that allows convection to raise havoc in a precision inertial guidance
system).

The purpose of this paper is to show how convection can be a significant
hidden error soucrce in 2 guidance system and to make suggestions for its
elimination. It is beyond the scope of the paper to either model or to
analyze convection. 1In fact, it is strongly recommended that the time and
money necessary to adequately model convection are better spent designing it
out. Convection is seldom seriously considered during system design. Today's
guidance systems are pushing the state-of-the-art in inertial measurements,
yet convection still remains a problem and is relatively simple to design out
of the system. A lengthy bibliography on the subject is included at the end
of the paper.

Effects of Convection

The major effect of convection is modification of the thermal pattern
within an inertial platform as a function of acceleration. Figure 1 indicates
the non-linear character of convective heat flow as a function of both gap
size and temperature gradient.

Component Thermal Sensitivities

Most precision instruments and electronic components have a temperature
sensitivity. The sensitivity is generally known and represents the major
concern in thermal management during system design. However, the instruments
and components will generally have a greater sensitivity to thermal gradients
than to overall temperature. One method of reducing an instrument‘'s
sensitivity to temperature is by symmetrical design, but this does not reduce
the sensitivity to asymmetrical temperature gradients.

An active temperature controller, at best, controls the temperature of a
sensor. In the case of a distributed sensor or multiple sensors it controls
some composite temperature of these sensors. A single temperature controller
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does not reduce thermal gradients, in fact, given asymmetries in the heater(s),
they can translate an environmental chang: in temperature into a thermal
gradient change.

In general, asymmetrical temperature gradients cannot be eliminated and
need not be, as long as they are stable. The first criteria for maintaining
stable gradients is to maintain constant power inputs; the second is to
maintain constant thermal paths. This latter condition is impossible if the
g vector is changing and convection is present.

HEAT HEAT [~
FLOW FLOW |-
B T
i A
I | I N N I
MEAN FREE PATH TEMPERATURE GRADIENT

Figure 1. Heat flow due to natural convection as a function
of mean free path and temperature gradients (8T)

Platform Stabilit

Mechanical stability in the micro-radian level is critical in an advanced
I1CBM guidance system platform. Mechanical stability is related to thermal
stability by the thermal expansion of the platform material. A temperature
gradient can introduce an angular error between two faces of the platform.
For example, take a perfect beryllium cube and introduce a 1°F gradient
linearly from one face to the opposite. This will yield non-orthogonalities
of micro-radians between the side faces and the reference. A cube of aluminum
or magnesium would have twice this errvor.

If the beryllium cube is heated and placed in a convection environment,
the top will be hotter than the bottom and the gide faces (i.e. normals
horizontal) will 'droop' (See Flgure 2). If accelerometers were placed on
these faces with their sensitive axes outward they would appesr to have a
negstive sensitivity to cross-axis acceleration squared. This will result in
8 CEP error in a 6000 nm flight of up to 360 feet per °F of convection induced
gradient.
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Figure 2. Cube distortion due to thermal gradient

Effects on System Calibration

If the system can be tccurately calibrated prior to flight, then the
flight becomes anticlimatic:. In other words, the major problem in fielding an
accurate ICBM guidance system occurs during pre-flight calibration. This, in
turn, requires accurate measurements and an accuraie model. While convection
effects are highly non-linear and complex, they are systematic. They are
systemetic in relation to both the magnitude and direction of both the g
vector and its derivatives. So if these effects are systematic, why not model
them and thereby nullify their effects? There are at least four reasons this
is not a viable option:

1. The model is far too complex to be adequately defined by analysis.

2. An empirical model cannot distinguish convection effects from other
more classical parameters (vis. gyro compliance vs unbalance sensitivity to
thermal gradients).

3. Testing in a 1 E environment can only change the direction of E but
not its magnitude.

4. Convection effects have finite “set-up times"” that are short compared
to calibration periods, but long in relation to flight dynamics. 1In_other
words, during calibration the system ''sees” the total effect of one g
convection but this cannot be adequately extrapolated into the multi-g
environment of flight.

The compensation for convection effects is unusually complicated,
software intensive, and almost impossible to verify. It is also possible that
mechanization of the software used to calibrate and align the system may have
to factor in the effects of convection.

S04D2




Performance in Flight

The most interesting thing about the flight is the insight the
environment provides with respect to type of convection that exist in the
IMU. The flight environment provides acceleration under which free conveztion
is amplified, and zero acceleration where forced convection can be determined’
from the comparison of the thermal data observed on the ground in a one g
environment. The flight environment is probably the best laboratory
experinent there is. It provides valuable data for evaluating gimbal and
flimbal type of IMU's. The following data is an observation of three thermal
signals on the ground, during flight and in a zero acceleration field. Notice
the distinct characteristics in these three conditions. The flight data (see
Figure 3) provides the final data for the thermal engineers to assess the
IMU's performance with respect to trimming up the thermal design.

HEATER
power (1)
W)
HEATER
POWER @
w)
541
HEATER 521
POWER () 50
W) 48
a6
4‘4_ 1 1 { {1 1 { 1 !
0 100 200 300 400 SO0 600 700 800
TIME(s)
(1) ONE § ENVIRONMENT (3 2ZERO j ENVIRONMENT
0 TO 190 SECOND (@ ACCELERATION IN SPACE
FLIGHT ENVIRONMENT 2ERO § ENVIRONMENT

Figure 3. Flight Data




A review of the thermal signals (see Figure 4) which represents three
different heaters of the same design reveals that the difference in power from
point (:) on the ground to point in gpace is about 0.5 watts. This 0.5
watts represents the contribution mostly from convection. A further review of
point @ with point @ the acceleration in space reveals that the same
harmonics appear as those that appear on the ground. These are a few of many
of the different characteristics that can be observed in this unique
laboratory.
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54
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L 1 1 1 L L1 | L
0 100 200 300 400 500 600 700 800
TIME(s)

Figure 4. Thermal Flight Data
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Quantifying Convection Effects

As stated earlier, it is difficult to determine the magnitude of system
errors due to convection. There are two methods that have some validity in
obtaining at least a semi-quantitative result. Both methods require the
testing of the final configuration, one by reducing convection and the other
by increasing it. In both ceses, it is assumed that the system goes through a
full calibration before and after the modifications and then the results of
these calibrations are compared (i.e. parameter values, residuals, etc...).

Dacreasing convection in a test system can be done by minimizing the free
paths of all fluids. This can be done by filling in the voids with some light
thermul insulator. This will increase thermal losses by conduction which must
be taken into account when comparing results.

Increasing the convection effects can be accomplished by changing the
fluid. 1In the case of gas, the substitution of helium will dramatically
increase convection effects (approximately times six), assuming the normal gas
is air or nitrogen. For liquids, a less viscous fluid with an increased
thermal capacitance (freon?) can dramatically increase convection effects.

The problem with both of these methods is that they can only be utilized
during the latter stages of dcvelopment (i.e. after the system is dbuilt) and
requires the dedication of what might be a valuable operating asset.

Recommendations

The solution to the problem of convection lies not in analysis or
compensation, but through elimination.

It is very important to take the steps necessary to minimize convection
effects during the early design phase of the system. Az the design
progresses, the requirement to quantitatively verify the need for redesign
increases dramatically. Convection effects inherently are difficult to
quantify. It is very possible that the total cost of eliminating convection
may increagse an order of magnitude as the design becomes more rigid. However,
the greater danger is that if convection is not sliminated, then the system
will go into production with significant but unknown errors.

In the case of gas convection, a perfect vacuum will introduce other
thermal interface resistance problems. Therefore a near perfect vacuum that
suppresses convection without introducing other thermal problems should be the
objective. Convection effects do not reduce directly with gas evacuation as
the mean free path of the molecules increases with decreased pressure. This
method is not recommended.

When the fluids that support convection are forced to flow across the
surfaces, then convection is reduced primarily because the temperature
gradients are reduced. Therefore, forced fluid flow can be an effective means
of raducing convection effects. Care should be taken to assure that thisg
fluld flow does not change with position or acceleration.




When a 1iquid is the convection medium, then the use of a higher
viscosity fluid or one with a lower heat capacity will reduce the convection
effect, but will also usually interfere with the primary function of the
liquid (i.e. damping, lubrication, etc.).
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